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Abstract— Cloud radio access network (C-RAN) was proposed
recently to reduce network cost, enable cooperative communica-
tions, and increase system flexibility through centralized base-
band processing. By pooling multiple virtual base stations (VBSs)
and consolidating their stochastic computational tasks, the overall
computational resource can be reduced, achieving the so-called
statistical multiplexing gain. In this paper, we evaluate the statis-
tical multiplexing gain of VBS pools using a multi-dimensional
Markov model, which captures the session-level dynamics and the
constraints imposed by both radio and computational resources.
Based on this model, we derive a recursive formula for the
blocking probability and also a closed-form approximation for
it in large pools. These formulas are then used to derive the
session-level statistical multiplexing gain of both real-time and
delay-tolerant traffic. Numerical results show that VBS pools
can achieve more than 75% of the maximum pooling gain with
50 VBSs, but further convergence to the upper bound (large-
pool limit) is slow because of the quickly diminishing marginal
pooling gain, which is inversely proportional to a factor between
the one-half and three-fourth power of the pool size. We also find
that the pooling gain is more evident under light traffic load and
stringent quality of service requirement.

Index Terms— C-RAN, VBS pooling, statistical multiplexing.

I. INTRODUCTION
N RECENT years, the proliferation of mobile devices
such as smart phones and tablets, together with the diverse
applications enabled by mobile Internet, has triggered the
exponential growth of mobile data traffic [1]. To accommodate
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the rapid traffic growth, cellular networks have been
continuously evolving toward smaller cell size, wider

bandwidth, and more advanced transmission technologies.
However, the problems that arise, such as the increased
interference and operational cost, are difficult to be solved
via the traditional radio access network (RAN) architecture,
in which the processing functionalities are packed into
stand-alone base stations (BSs) and the cooperation between
BSs is restricted by the limited inter-BS backhaul bandwidth.
To overcome the shortcomings of the traditional RAN
architecture, cloud RAN (C-RAN) [2] is proposed with
centralized baseband processing. C-RAN can facilitate the
adoption of cooperative signal processing and potentially
reduce the operational cost. A similar idea is also proposed
under with the name wireless network cloud (WNC) [3]. This
kind of novel architecture has attracted substantial attentions
recently: the key building blocks of C-RAN are investigated
and its major use cases are identified [4]-[7]. Centralized
processing is combined with dynamical fronthaul switching
to address the mobility and energy efficiency issues of small
cells in [8] and [9]. Concerning realization-related issues,
it is demonstrated in [10]-[14] that BBU functionalities can
be implemented as software, i.e. virtual base station (VBS),
which runs on general purpose platforms (GPP). Compared
with specialized-platform-based implementations, GPP-based
implementation is more flexible in terms of the implementation
of new functionalities and the management of computational
resource. Further more, a VBS pool can be constructed by
consolidating multiple VBSs to share the same set of compu-
tational resource. In this way, the computational resource can
be utilized more efficiently and related cost can be reduced.
Despite the evident advantages of C-RAN, the massive
bandwidth requirement of its fronthaul network poses a
serious challenge: transmitting the baseband sample of a single
20MHz LTE antenna-carrier (AxC) requires around 1Gbps link
bandwidth [15], [16]. Large-scale centralization will thus incur
enormous fronthaul expenditure and potentially cancel out the
gains. Fortunately, it is observed in [11] and [17] that sub-
stantial statistical multiplexing gain can be obtained even with
small-scale centralization, justifying the deployment of small
clusters of C-RAN. Yet, these results are obtained from simu-
lations that are based on short-term small-scale traffic logs, and
a generalized analytical model is in need to derive the optimal
VBS cluster size. To this end, a session-level VBS pool model
is proposed in [18] under the assumption of unconstrained
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radio resource and dynamic resource management. Here user
sessions represent the time period in which users occupy com-
putational resource in the pool. Nevertheless, this model does
not reflect two realistic factors. Firstly, radio resource are often
the main performance bottleneck for real networks, and thus
the influence of radio resource should be reflected in the VBS
pool model. Secondly, dynamic resource management, which
re-assigns resources at the arrival and departure of each user
session, may incur too much control overhead and overload
the system [11]. Hence, semi-dynamic resource management,
which assigns resources on much larger time scales (e.g. hours
to days) than the arrival and departure of user sessions
(e.g. seconds to minutes), is more realistic. This assumption
is also reasonable because the traffic statistics also vary in
similarly large time scales, therefore the management plan
designed for some traffic statistics can be useful for a fairly
long period, and only need to be occasionally adjusted in the
long run.

In our previous work [19], we analyze the statistical mul-
tiplexing gain of homogeneous VBS pools, in which each
VBS has the same traffic arrival, resource configuration, and
service strategy. We derive a product-form expression for the
stationary distribution of user sessions in each VBS and give a
recursive method to compute the session blocking probability
of the VBS pool. In this paper, we extend these results to
heterogeneous VBS pools, in which there are multiple classes
of VBSs with different session arrival, resource configurations,
and service strategies. The computational complexity of the
recursive method is also analyzed. Under the assumption of
large VBS pools, we also derive a closed-form approximation
for the blocking probability. We show through simulation that
the approximation is precise even for medium-sized pools
with around 50 VBSs. We then use this approximation to
quantitatively investigate the statistical multiplexing gain of
VBS pools under the influence of different different factors,
including pool sizes, VBS heterogeneity, traffic load, and the
desired levels of QoS.

The main contributions of this paper are as follows:

« We propose a realistic session-level model for
heterogeneous VBS pools with both radio and
computational resource constraints and semi-dynamic
resource management. We show that this model
constitutes a continuous-time multi-dimensional Markov
chain and derive its product-form stationary distribution.
We also illustrate how this model can be used to analyze
real-time and delay-tolerant traffics.

« We give a recursive method to compute the blocking
probability for the proposed model. This method has
quadratic computational complexity, much lower than
brute-force evaluation which has exponential complexity.
For large VBS pools, we also derive a closed-form
formula to approximate the blocking probability.

« We provide an in-depth analysis on the statistical
multiplexing gain of VBS pools. We show numerically
the influence of various factors including the pool size,
traffic load, and QoS requirements. We also prove that
the statistical multiplexing gain increases slowly as the
pool size grows large, with the residual gain diminishing
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Fig. 1.  An example of heterogeneous VBS pool. There are V classes

of VBSs, each class may have different number of VBSs and amount of radio
resource. These VBSs are consolidated in a data center and shares N units
of computational resource.

at a speed between |M|=3/% and |M|~'/2. Here |M]|
denotes the pool size.

The rest of the paper is organized as follows. Section II
introduces the proposed model and presents the product-form
stationary distribution of user sessions. Section III derives the
recursive formula for the blocking probability and gives a
closed-form approximation for large VBS pools. In Section IV,
we derive the expression of statistical multiplexing gains
and apply it to both real-time and delay-tolerant traffics in
Section V. Section VI presents the numerical results and
discusses the implications on realistic system design. Finally
the paper is concluded in section VII.

II. MODEL FORMULATION

In this section, we introduce the Markov model for VBS
pools and derive its stationary distribution. The model cap-
tures the session-level dynamics in a VBS pool. To endow
our model with enough generality, we assume V different
classes of VBSs. The total number of VBSs in class o
(v =12,---,V)is M,. Each VBS in class v is assigned
with K, units of radio resource. To perform baseband signal
processing on user sessions, all VBSs share a total of N units
of computational resource. The overall setting is illustrated
in Fig. 1. We assume homogeneous resource demands: every
active session is assumed to occupy one unit of radio resource
and one unit of computational resource. Note that computa-
tional workloads that are independent of user dynamics do
exist in cellular systems. However, the dominant consumers
for computational resources are mostly per-user functions and
thus the overall workload roughly follows a linear relationship
with the number of users [11]. For simplicity, hereafter we
denote radio and computational resource by r-servers and
c-servers, respectively.

A. Session Arrival, Service Discipline,
and Admission Control

User sessions are initiated following independent Poisson
processes in the coverage area of their serving VBSs.
Obviously, the overall session arrival rate in a VBS is propor-
tional to its coverage area. We allow VBSs in different classes
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to have different sizes of coverage areas, and consequently,
different aggregated session arrival rates. We denote the arrival
rate for class-v VBSs by 4,.

Each user session demands an exponentially distributed
amount of service capacity before it leaves. Note the notion
of service capacity can be flexibly interpreted according to
the specific scenario this model is applied to. For example,
service capacity can be considered as time duration for voice
call sessions or the amount of information bits for cellular
data sessions. For statistical QoS scenarios such as soft-real-
time video, service capacity can still be interpreted as duration
or information bits. The physical resources that enables such
capacity is defined as the minimum amount of resource that
can constantly satisfy a session. This means if the instanta-
neous requirement of a session is lower than provided, the
remaining resources will become under-utilized. We assume
that a VBS pool scheduler manages the service capacity so that
the service capacity assigned to a class-o VBS is a function
of the total number of sessions in this VBS, and the assigned
capacity is equally divided among these sessions for fairness
Denote the number of sessions in the m-th VBS of class-o
at time ¢ as U, ,(¢). Then the above service strategy can be
translated into a session departure rate function f, (U, n(?))
for sessions in the m-th VBS of class-o at time 7. The
above Poisson assumptions have been widely used in existing
literature to evaluate the impact of randomness on system
performance [20], [21].

To guarantee that active sessions always have enough
r-servers and c-servers, the VBS pool has to enforce admission
control on the arriving sessions: whenever a new session
arrives, an admission control agent in the VBS pool will
decide whether or not to accept this session according to the
current resource usage. For class-v sessions, the new session
is accepted only if the number of r-servers in its serving VBS
is less than K, and the number of c-servers in the pool is less
than N; otherwise the session is blocked.

B. State Transitions

Recall that we denote the number of sessions in the m-th
VBS of class-v by U, (t), we can further describe the session
dynamics in the VBS pool with a continuous-time stochastic
process

U@t)=Ui1(t), Uiy > Uvits -5 Uy, (D).

Given the Markovian property of the arrival and service of
processes, it is obvious that U (¢) is a Markov chain. Taking
the admission control policy into consideration, we can get the
set of possible system states

U(I)EU:{ul()qu,meU,

vV M,
0< Zzuv,m <N,
v=1 m=1
Up,m € N}, (1)
where © = (Ui, ULMys UV, s UV My) T
is the state vector. Because the session arrivals and

departures are Markovian, U(t) is a multi-dimensional
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Fig. 2. Transition graph of a VBS pool with two VBSs. The k and kp axes
indicate the number of active sessions in these two VBSs, respectively. Each
yellow point represents a possible pool state, and the states in the gray region
are prohibited because of the computational and radio resource constraints.
(K =3, N=4, and f1(n) =nuop).

birth-and-death process. The transition rate of U(f) from an
arbitrary state u¥) to another state u'/) is:

Avs if ul) —u® = €y,m
D) = My if D — ) — 2
Gy y (D fv(”v,m), nu u’ = —eym (2)
0, otherwise

. v—1 .
where ul(,l)m is the (> M, + m)-th entry of u¥), and

w=1
ev,m:(oﬂ"'ﬂ()» 1 509"'90)T

v—1

(> My+m)-th

w=1
14

is a column vector of length > M,. For the ease of under-

v=1

standing, we illustrate the state transition graph of a simple
example with V. = 1, M1 = 2, K = 3, N = 4 and
fi1(n) = nuo in Fig. 2.

A similar problem has been formulated in the context
of Stochastic Knapsack Problem [22], which is a stochastic
extension of the traditional knapsack problem. Specifically,
the items which occupy a certain amount of space come into
and leave a knapsack randomly. The model we formulate
is mathematically equivalent to stochastic knapsacks under
coordinate convex [23] admission control policies. However,
the focus of these previous work was to find the policy
that maximizes the reward of storing items, and the analysis
was limited to problems with small dimensionality because
the complexity increases dramatically as the number of item
classes grows. In contrast, we aim at evaluating the blocking
probability instead of reward, and we have to address the large-
dimensionality problems due to the large sizes of VBS pools.

C. Stationary Distribution

To perform further analysis, we need to derive the stationary
distribution of U(t). Fortunately, the model we formulated
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guarantees the reversibility of U(¢r) as in the following
theorem, which in turn results in a product-form expression
for the stationary distribution.

Theorem 1 (Reversibility): A continuous-time — Markov
chain with a state set as in (1) and transition rates as in (2) is
reversible.

The reversibility of U(#) has been proved in [24] for more
general cases. We provide an alternative proof in the Appendix
using Kolmogorov’s Criterion of Reversibility. Since U(¢) is
reversible, the local balance equation holds in the statistical
equilibrium

Pr {U(oo) = u(i)} /O]
=Pr {U(oo) = u(j)} Guli) - (3)

For simplicity, Pr {U (co) = u} is hereafter denoted by Pr {u}
or Pr {ul,l, UM, S UYL, uV,MV}~ Without loss
of generality, let #® and u/) be two arbitrary neighboring
states:
u =
u) —

T
9ul),m’ e ’MV,M\/)
9ul),m + 19

(ul, .

(ug,--- cuymy)’

and substituting (2) into (3) yields:

Pr{ul,--- Uy s
— Pr {ul, ..

UV My } Ao
,Mu,m+1,"‘ ,uV,MV}fv(uu,m‘i‘l)' “)

Clearly, this implies a recursive equation for computing the
stationary distribution. Continuing the recursion down to 0 for

v—1
the (>, M, + m)-th entry:

w=1
Pr {u1, L, Upm +1,--, MV,MV}
/1”"'+1
:Pr{ulﬂl..’09...9MV,MV}.71 (5)
™ £
Repeating the same process for other entries yields:
Vv M, /1150 m
Pr {u} PO H H uv m (6)
v=1m=1 fU( )
in which
Py =Pr{0,---,0,---,0}

—1

vV M, uv m
(7
(=11 7w)
is the probability of zero state and can be derived directly
from the unity of probability distribution. As can be seen
in (6) and (7), the stationary distribution of any state u is
proportional to the product of terms which can be solely
determined by the entry values of u.

Remark 1: Although we formulate our problem with the
assumption of exponentially distributed service demand, it is
worthy of noting that the above product-form stationary distri-
bution also applies to other non-exponential service demand
distributions. It is proved in [24] that the product form
distribution is valid for any service time distributions with
rational Laplace transforms.
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III. BLOCKING PROBABILITY
A. Brute-Force Evaluation

The admission control policy we have enforced on the VBS
pool will cause session blockings. These blocking events can
be classified into two classes: radio blockings (denoted by B,)
and computational blockings (denoted by B.). Radio blocking
is defined as the blocking events solely due to insufficient
r-servers, i.e. U, »(t7) = K, and Zl‘;/:l Zfz{;l Upm(™) <N,
while computational blocking is defined as the blocking
events due to insufficient c-servers regardless of r-servers, i.e.

;/:1 ZZ’;I U, m(t~) = N. Here t~ means the epoch just
prior to a session arrival. Because we define radio blocking
as the events that are solely due to insufficient r-servers, the
blocking events that are due to simultaneously insufficient
r-servers and c-servers are explicitly classified as computa-
tional blocking. It is worth noting that these doubly blocking
events can be instead classified as radio blocking without
affecting the overall blocking probability. But doing so will
nevertheless result in less concise mathematical definition for
both classes of events. Therefore, radio and computational
blockings events are mutually exclusive, i.e. B N B, = &.
The union set of radio and computational blocking is further
defined as the overall blocking B = B, U B..

Next we derive the expression for the probability of
radio and computational blockings. Since Poisson arrivals
see time-averages (PASTA) [25], the blocking probability
can be evaluated from the stationary distribution we have
just derived. Concretely, the radio blocking probability for
sessions in class-o VBSs is:

M,
P;Jl‘ z Z Pr{u} (8)
m=1 “ E]Ugrm
vV M, Zlm
' Z}—I”}—I] M ®
uely
AK“
& £ i) (10)
IL 1ﬁ(”
M, ”wm M, Mum
( ) (
,,}Uél IUH#H i Jw@) ,Hz fu()
(11

where U{;}m ={u|upm= Kp,ur,1 +---+upm+-+
uyi1 + -+ +uy.my, < N} and (9) holds because (6) is
symmetric for entries with same values for index v, i.e.

Pr{ s Up iy aul),ja"'}
:pr{...,uv,j,...,uv,i,...}. (12)
Similarly, the computational blocking probability is:
pb = Z Pr{u}
ueUN.
vV M, iuv m
=n 2 [11] a3

uum
ueUAL“ 1 m= 11_[ 1f“()
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where UY. = {u | uy, 14 ~+upp+ - +uy, 1+ +uy p, =
N,uy,m < K,}. The overall blocking probability for class-v
VBSs can then be brute-force evaluated by summing up radio
and computational blocking probability

P? = Pr{B} = P" + P™. (14)

B. Recursive Evaluation

Theoretically, the blocking probability under arbitrary
system parameter can be calculated with brute-force evalu-
ation. However the calculation process is exponentially hard
and can become intractable when the pool size is extremely
large. To reduce the computational complexity, we next give
a recursive method for calculating the blocking probability.
We will first introduce two auxiliary functions and re-express
the blocking probability with respect to these functions. Then
we will establish a recursive relationship to evaluate those
two auxiliary functions and provide an analysis on the com-
putational complexity of the proposed recursive evaluation
method. These two auxiliary functions are defined as follows:

V. M, uwm
C(N’ M) Z H H uwm (15)
ueUNu) 1m= 1Hl 1 fU)()
14 Mw /Iuw,m
R =2, | g 09
(UQ/\)C w=1m=1 fU)()
where M = (My, -+, M,,---,My)" and (U{)VC)C = {u |

ui+tun e tuy it tuy oy < Nopm < Ky
is the complement set of set U{,VC in set U. Clearly, C(N, M)
and R(N, M) are proportional to the sum of probability terms
over U} and (IU{)VC)C, respectively. Therefore, the blocking
probability (11) and (13) can be re-expressed as,

Ak
P =Py ———R(N — K,, M — &)
Kl) 2 bl
’ H fv (@)
P> =Py C(N, M),
Py =R YN +1,M), (17)
v-th
A /-/\ .
where €, = (0,---,0, 1 ,0,---, O)T is a column vector of

length V. From the definition of C(N, M) and R(N, M), the
following recursive relationships exist:

C(N, M)
/111)\72(0) u R
o =e
_ TR £
sz(v) it C(N M—é,), M>é
TR —n, —ey,), > ey,
_n:Nl(U) H?:l fv(l) ’ ’
(18)
R(N, M)
0, N=1
_ |R(N+1,M)— C(N, M), I1<N<MTK+1
- /1}’1 Mw
\% Ky w T
_ B Ty , N=MTK +1,
M= (Z”l I, fwo))

19)
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where

Ni(v) = max [0, N — Z MyKy —

wF#o
N>(v) = min (K,, N),

(Ml) - I)KU 5

and MTK = Z¥=1 M, K,. Following these recursive rela-
tionship, we can calculate the value C(N, M) and R(N, M)
for arbitrary input through iterative calculation. Concretely,
we can iterate for C(N, M) from any €, following (18).
After that, we can reuse the calculated C(N, M) values to
calculate for R(N, M) by iterating from either N = 0 or
N=MTK +1 according to (19). Note that the comparison
between M and é in (18) is element-wise, and in this sense M
is always greater or equal to ¢ in non-empty pools. With the
above recursive relationship, the computational complexity of
blocking probability can be reduced to at most the second
power of the pool size, as stated in the following theorem.

Theorem 2: The upper bound for the overall computational
complexity of the proposed recursive method is:

C< [(maxK )+ max K, ] M2 (20)
Proof: See Appendix B for proof [ ]

C. Large Pool Approximation

The above quadratic computational complexity can also
become intractable for very large pools. To overcome this
inconvenience, next we present a closed-form approximation
for the blocking probability with large VBS pools. Although
the above recursive expression cannot lead us to a direct
approximation, the product-form stationary distribution of U
does facilitate an indirect one.

First define some auxiliary variables. Let lNJw,m be the
number of sessions in the m-th class-w VBS when

N> MTK,
Hw = E I:Uw,m] s
auz) = Var [f]w,m] A

Also, let Sy = IZ\lfll ZX 1ZM'"1 0wm and §Mu, =

N}w ZM"’ Uw m- Using these notations, the large-pool approx-

imation is stated in the following Theorem.

Theorem 3 (Large Pool Blocking Probability):  For
N > |M|u, the session blocking probability for class-v
VBSs is:

1 1
lim PP = .
V27 |M|o2e* /2 — 1

|[M|— 00
<V 2 _ NV 2
where Ho= Zw:l ﬂwluw’ o - Zw:l O
: . N—|M|u
lim Mo ¢ =
|M|— o0 M| |M|o
c-servers; Pg’r is the overall blocking probability in class-v

VBSs when N > MTK
Proof: See Appendix C for proof. [ ]

+PY, @D

and B, =

is the normalized number of

It is obvious that Uw,m are i.i.d random variables for m = 1,2, ---, My,.
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Remark 2: With the approximation in (21), the blocking
probability can be calculated in one shot as long as the
first-order and second-order statistics of l}v,m are known.
We will see in Section V that these statistics are rather easy
to obtain in some very practical scenarios.

Remark 3: Under the large-pool assumption, the blocking
probability in (21) is decomposed into two terms. The first
term Wﬁ reflects the portion of blockings that

are solely due to insufficient computational resource, while
the second term ﬁlf” reflects the portion that are solely due to
insufficient radio resource. This result reveals the decoupling
feature between radio and computational blockings in large
VBS pools.

Remark 4: Although we assume K, < 0o in our derivation,
(21) is still true when K — oo. In this case, the approximation
used in (59) may not hold anymore. But this will not cause any
problem since the radio blocking probability I;;’ will be O when
we have infinite radio resource. This will force the second term
of (21) to become zero, canceling out the inconsistency in the
above approximation.

IV. STATISTICAL MULTIPLEXING GAIN

Since stochastic user sessions from different VBSs are
consolidated, it is natural to expect a reduction in the required
amount of computational resource compared with non-pooling
schemes due to statistical multiplexing. Next we provide
a theoretical analysis for the statistical multiplexing gain.
We first derive the asymptotic utilization ratio of computa-
tional resource in large VBS pools.

Theorem 4 (Large Pool Utilization Ratio): When c-servers
are sufficiently provisioned (i.e. the number of c-servers is
greater or equal to the number of r-servers, or N > MTK),
the utilization ratio of computational resource converges
almost surely to a constant number that is smaller than 1
as |M| — oo:

Vv M o
A Zw=1 Zmil Uvm as_ [Mlu
= S

li <1l. (22
mﬁfoo 1 N N @2)
Proof: See Appendix D for proof. ]

This theorem implies that there exist some (1 —#) redundant
computational resource when the VBS pool is large enough.
Thus this limit can be seen as an the maximum portion of
c-servers that one can turn down to save computational
resource. The potential to further turn down c-servers can in
turn be defined as the difference between current utilization
ratio of c-servers and the large-pool limit #:

Definition 1 (Residual Pooling Gain): The residual pool-
ing gain of a VBS pool is:

N

— . 23
ik (23)

A
8r =

Although some c-servers can be turned down due to the
statistical multiplexing effect, the negative effect is that the
overall blocking probability P® will increase following (21).
Hence we have to trade QoS for the statistical multiplexing
gain. This tradeoff will be favorable as long as the degradation
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in the QoS is not very significant. Using the results in
Theorem 3, we can directly derive the following corollary to
quantify such “significance” and approximate the gain of VBS
pools of different sizes.

Corollary 1 (Critical Tradeoff Point): When (M| — o0,
the minimum computational resource o™ required to keep the
overall blocking probability PIP < ﬁg’r 40 (6~ 0) forallv is

a* = [2In( (24)

1
.
V2 |M|o26%

We will show later in Fig. 3, that this critical tradeoff point
is essentially the point where the blocking probability start to
increase at a significantly higher speed. This type of points
are often referred to “knee points”.

The residual pooling gain at this critical tradeoff point is
bounded as follows:

* N —|M|u
T MTK
* /M *
= ¢ | I € * ° g 5 . 7 5 (25)
MTK [M| |max, K, min, K,

by which g* is roughly proportional to a*//[M]. Note a* is
also a function of the pool size |M|, so g; is not necessarily
proportional to 1/+/[M]. Investigating two extreme cases will
help to reveal the true relationship between g and the pool
size |M|.

Extreme Case 1: If |M| is not very large such that
V27 |M|620%? < 1 and /M| < 1/6%, then a* is approxi-

mately constant because:

o* ~

2In(

1
)
V2 |M|c26?

1 1 1
:\/1n(2n02)+1n(§)+1n(m)

R ln(#).

26
26252 (26)

In this case g} o< |M |~1/2, which decreases slowly with |M].
Even so, considering the fact that the residual pooling gain is
at most 1, we can still get considerable pooling gain with a
small value of |M].

Extreme Case 2:, if |M| is very large such that
V27 |M|626% > 1, notice lim,_oIn(1 + x) ~ x:
1
ofx [2— o | M|VA (27)
V2 |M|c28?

In this case g} o« |M |=3/4, which means that the decrease in

the residual pooling gain will speed-up as |M| grows large.

Remark 5: As can be seen in (24), the critical point is
invariant of the VBS class index v. This implies that the VBS
heterogeneity is decomposed in large VBS pools. The reason
for this phenomenon may be that in large VBS pools, the
absolute number of c-servers is large. Therefore, different class
of VBSs may tend to interfere less with each other.
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V. EXAMPLE SCENARIOS

In this section, we will apply the results derived so far to
two specific scenarios: real-time and delay-tolerant traffic. For
each scenario, we will first explain how they can be mapped
to our model and then we will perform necessary derivations.
Note in real-life systems, both type of traffic may exist at the
same time. In such a case, the following analysis can still be
applied if the available resources are divided to serve these
two type of traffic separately.

A. Real-Time Traffic

For real-time traffic such as voice calls, active sessions
will constantly bring in signal processing workload. Therefore,
dedicated r-servers and c-servers need to be provisioned upon
admission to guarantee the QoS of active sessions. The service
capacity in this scenario equals the temporal duration of
sessions, which is not affected by the scheduling policy of
VBS pools once the sessions are accepted. As a result, the
departure rate function can be simplified as f, (i) = i uo. The
QoS target in this case is to keep the overall session blocking
probability for class-v VBSs under a certain small threshold
Plf’th ~ (. Obviously, the session dynamics in different VBSs
are mutually independent when computational resource are
sufficiently provisioned (N > MTK). Therefore the radio
blocking probability ﬁl?r can be calculated as

-1

(,IKU Ky ai
pbr __ “v “v bth
i=0
where a, = Av/ty. Then the first-order and second-order

statistics of U, , can be approximated as follows:

Kz) i Kz)_l i
.a a
E[Uvjm] = —
Ko i Ky i
27 27
i=0 i=0
-1
al{(o K, ali)
=a |1—- - ~ay, 29
K,! i!
i=0
&y 2ad K21 a
2R ay 2+ DR
~ i =0 i=0
E[U2 ] ’ -
v,m K, ai K, ai
>4 x4
i=0 i=0
Ky—1 ; Ky=2
ap( Z i_!v+av Z ,_;))
= =
= : ~a, +al. (30)
Ky
al)
i
i=0
Then
Ho = ay, (€29)
o2~ a,. (32)

B. Delay-Tolerant Traffic

For delay-tolerant traffic such as packet data, the pool
scheduler can opportunistically divide the total service
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capacity among active sessions. Here we assume constant
service capacity rate f,(i) = u, for class-o VBSs and
Proportional Fairness scheduling algorithm which effectively
divides the total service capacity equally among active
sessions. Although this assumption manifests a processor
sharing model, it is essentially equivalent to a Markovian
queueing model with the same A, and u,. Note because
sessions would require certain amount of radio resources for
signaling, new sessions would be rejected if there’re no more
signaling radio channels regardless of the data channels left.
Therefore even the sessions can wait they still cannot be
admitted into the system. If the rejected session decides to wait
and retry, it will be considered as a new session. Whatak.™g
more, many delay-tolerant traffic or elastic traffic still have a
minimum rate requirement, which also limits the number of
sessions that can be simultaneously served by the system.

To derive the statistics in this scenario, first let a, = 4,/
be the traffic load of the VBSs and define the following
auxiliary function A(a, K):

1— aK +1
1—

>

a

K
Aa, K) = Zai =
i=0
K ! K
Al(a,K) = (Za’) = Z:ia’*1
i=0 a i=l
1= (K + Da® + Ka®H!
B (1 -a)? '

"

K K
Al(a, K) = (Zai) =>lii-Da? (33
i=0 a =2

With these definitions, the average and covariance of l}v, m can
be expressed as:

K, .
> ia}
i=1

E[l} :| _ avA;(av, Ky) (34)
o % i A(al)a Kl)) '
a
i=0 Y
K, . K, . K, .
Si%dl Yial + > i(i—1)al
E I:ﬁvzm] _ i=l _ i=l i=2
’ K, A Ky .
Z%)a{) Z(:)a{)
i= i=l
_ ay Al (ay, Ky) + agAZ(al,, KD). (35)

A(al)’ KU)

Again when computational resource are sufficiently provi-
sioned (N > MTK), we have
a _ _ a
KU . B A(alh Kl)).
2. q

v
i=0

pbr __
P’ =

(36)

Although these formulas are already enough for us to evaluate
the performance of a VBS pool, the evaluation is never-
theless quite cumbersome. To simplify these formulas, we
further assume that K, for all v are large enough such that
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Fig. 3. Blocking probability of a homogeneous VBS pool as a function

of normalized number of c-servers (N/M Tk ) under real-time traffic.
Black box indicates the knee point. Simulation parameters: M| = 40, a; = 20,
PPN = 1072, K| = 30.

Kl%af” — 0.2 In this regime,

1
A(aa K) ~ 1—»
Ala, K) ~ —
a N —
a (1 —a)?’
Ala, K) ~ # (37)
“ (1 -a)®
Using (37), (34) and (35) can be simplified as
~ a,
E Do ] > 2, (38)
1—a,
- a 2a?
E [02 ] ~ b 39
oo 1 —a, +(1_av)2 ©9
Thus
ay
po N ——, (40)
1—a,
2
2 ay a,
R . 41
I R e @D

VI. NUMERICAL RESULTS

In this section, we will use the recursive method to numeri-
cally evaluate the blocking probability and compare them with
the large-pool approximations.

A. Basic Characteristics

Fig. 3 shows the exact and large-pool-approximated block-
ing probability of a VBS pool under real-time traffic and dif-
ferent number of c-servers, and Fig. 4 shows the same metrics
for a VBS pool under delay-tolerant traffic. Note x-axis is nor-
malized by the number of c-servers required without pooling
to show the relative pooling gain. As can be seen, the trend
in both figures are similar. This coincide with our large-pool

2This assumption is realistic because uf Y will diminish exponentially when

ap < 1. Thus Kuzal{( Y will be driven to O for large enough K.
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Fig. 4. Blocking probability of a homogeneous VBS pool as a function
of normalized number of c-servers (N/M TK) under delay-tolerant traffic.
Simulation parameters: M| = 100, a; = 0.5, P]bth =5x 10*4, K = 10.
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Fig. 5. Blocking probability of a heterogeneous VBS pool as a function of
normalized number of c-servers (N/M Tk ) under real-time traffic. Simulation
parameters: M = [20,2017, a = [20,2017, PP = 11,27 x 1072,
K =[30,28]7.
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Fig. 6.  Blocking probability of a homogeneous VBS pool as a function
of normalized number of c-servers (N/M Tk ) under real-time traffic with
different traffic load and QoS guarantees. Pool size M = 40.

approximation results that the blocking probability are affected
only by the first- and second-order statistics of the number of
sessions in the VBS pool. For this reason, we will only present
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Fig. 7.

Blocking probability in homogeneous VBS pools as a function of normalized number of c-servers under real-time traffic and different pool size.

Red vertical line indicates the knee point position. Red dashed line indicates the large-pool limit. Curves to the left correspond to larger pool size. (a) a = 20,
K =28, Py, =0.02. (b) a =20, K =30, Py = 0.01. (c) a =32, K =44, Py, = 0.01.

results for real-time traffic from now on, and the conclusions
we draw should apply to the delay-tolerant case as well.

We can observe some basic blocking characteristic from
these two figures: 1) when the number of c-servers is sufficient,
the computational blocking probability PP° is very small and
below the scope of this figure; the overall blocking probability
is dominated by radio blocking probability P, which is
around the desired threshold PP™. 2) As the number of
c-servers decreases from its largest value MT K, the com-
putational blocking probability increases rapidly while the
radio blocking probability start to decrease slightly; the net
result of these two trends is a plateau before the critical
tradeoff point (“knee point”) and a significant increase after it.
3) If the number of c-servers is to further decrease, the
overall blocking probability will be dominated by the com-
putational blocking probability and saturates at probability 1.
The radio blocking probability will decrease rapidly and its
influence on overall blocking probability will diminish. Fig. 3
and Fig. 4 also show the approximated blocking probability.
The fact that the “knee point” configuration saved more than
20% computational resources with a penalty of only 10~*
increase in the blocking probability demonstrates the benefit of
statistical multiplexing. the As expected, these approximations
are coherent with the exact values.

B. Heterogeneous VBSs

In Fig. 5, we show the blocking probability of a VBS pool
with two class of VBSs. The two classes have the same number
of VBSs and the same traffic load, but the QoS, and thus
the number of provisioned r-servers, is different. From the

curves we can observe similar basic blocking characteristics
as in the single class case. Also, we can see that the overall
blocking probability for the two classes are different: they are
respectively close to their threshold blocking probability when
c-servers are sufficient since the overall blocking probability
are dominated by the radio blocking, and converges to the
same curve when c-servers become insufficient because the
computational blocking probability begins to overwhelm.

C. Influence of Traffic Load and QoS Target

In Fig. 6, we illustrate the influence of different traffic load
and QoS target. As can be seen, the desired level of QoS (PP™h)
determines the minimum blocking probability(i.e. height of the
“plateau” to the right of the figure); while the traffic load a
determines the position of the “knee point” and how fast the
blocking probability saturates to 1.

D. Statistical Multiplexing Gain

Most importantly, we can quantify the statistical multi-
plexing gain of the simulated VBS pool with the equations
derived previously. In Fig. 7, we compare the overall blocking
probability of three VBS pools under varying pool size. The
“knee point” position and large-pool limit are also marked out
with vertical lines. As the pool size increases, the blocking
probability curve (and so does the “knee point”) is pushed to
the left. But the closer the “knee point” is to the large-pool
limit, the slower the remaining distance decreases with the
pool size |M|. This indicates a decreasing marginal statistical
multiplexing gain. Comparing the curves, we can find that the
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Fig. 8.

Knee point position as a function of pool size. Knee point position is measured in terms of the number of c-servers required normalized by the

number of c-servers needed without pooling. Red dotted line shows the knee point values derived from large-pool approximation, whereas blue line shows
the values directly searched from numerical results. Red dashed lines represent the large-pool limit # as pool size approaches infinity. The percentage of the
pooling gain at 50 VBSs with respect to the maximum possible gain (1 — #) is also noted in the figure. (a) a = 20, K = 28, Py, = 0.02. (b) a = 20, K = 30,

Poth = 0.01. (¢) a = 32, K = 44, Py, = 0.01.

traffic load and the desired level of QoS have influence on the
blocking probability and the statistical multiplexing gain.

To better investigate this influence, we show the knee
point position versus varying pool size in Fig. 8. Firstly we
can find that a medium sized VBS pool can readily obtain
considerable statistical multiplexing gain and the marginal
gain diminishes fast. Thus a huge number of VBSs is needed
so that the pooling gain can approach the large-pool limit.
These observations imply that a C-RAN formed with multiple
medium sized VBS pools can obtain almost the same pooling
gain as the one formed with a single huge pool. If we further
take the expenditure of fronthaul network into consideration,
the former choice may be far more economical than the
latter one.

By contrasting the left and middle curves, we can see that
stricter QoS requirements can increase the pooling gain. This
is because on one hand, we need to increase the number
of r-servers K in order to reduce the blocking probability,
which will in turn increase MT K on the other hand, the
average number of c-servers occupied is always around | M |x.
Therefore the stricter the QoS, the more idle c-servers there
will be in the VBS pool and consequently the more the
pooling gain. Also, we can see that the increase in traffic load
will reduce the pooling gain by pushing the “knee point” to
larger values. This observation indicates that, we may need to
dynamically adjust the size’ of VBS pools in order to get a
satisfactory pooling gain under fluctuating traffic load.

3This can be achieved by dynamically changing the switching configuration
of fronthaul so that the traffic of VBSs can be sent to a data center of the
desired size.

VII. CONCLUSION

In this article, we proposed a multi-dimensional Markov
model for VBS pools to analyze their statistical multiplexing
gain. We showed that the proposed model have a product-
form expression for the stationary distribution. We derived a
recursive method for calculating the blocking probability of
a VBS pool, and gave closed-form approximation when the
pool is large enough. Based on these results, we derived the
expressions for the statistical multiplexing gains and applied
them to both real-time and delay-tolerant traffic. Numerical
results reveal that 1) the pooling gain reaches a significant level
even with medium pool size (more than 75% of the pooling
gain can be achieved with around 50 VBSs); 2) the marginal
gain of larger pool size tend to be negligible; 3) lighter
traffic load and tighter QoS level can increase the pooling
gain.

Our model can be extended in several aspects to
accommodate for more general scenarios. Firstly, we assume
that user sessions occupy equal and fixed amounts of radio
and computational resources. Yet realistic resource scheduling
algorithm may allocate different amount of resources for each
individual session. To accommodate such cases, our model
need to be further relaxed to allow state transitions among
non-neighboring states. Secondly, we assume sessions are only
attached to one cell of the system. Nevertheless, coordinated-
multipoint (CoMP) transmission/reception may introduce
sessions that simultaneously consume radio resources from
multiple cells. This means the admission control of CoMP
session is hinged upon the available radio resources in all
its serving cells, which can be accounted for by introducing
more comprehensive admission controls in the model.
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Thirdly, we assume session arrival and service to be Poission.
However, many emerging types of multi-media traffic is found
to exhibit certain burstiness. The influence of burstiness can
be investigated by assuming more general stochastic traffic
and service models, e.g Interupted Poisson Process [26].
Fourthly, we investigated real-time and delay-tolerant traffic
separately whereas they are likely to coexist in real system.
To evaluate such heterogeneous traffic, our model need to be
extended to account for the different resource usage patterns
of the two session types. Last but not the least, our resource
reservation model may not be the most efficient possible.
For example, unused service capacity can be further shared
to increase statistical multiplexing gain. Regarding this, our
model need to be further refined to support more general
admission control and service strategies.

APPENDIX A
REVERSIBILITY OF PROPOSED MODEL

To proof that U(r) is reversible,
Kolmogorov’s Criterion of Reversibility.
Theorem 5 (Kolmogorov’s Criterion): A continuous-time
Markov chain is reversible if and only if its transition rates

satisfy

we first give the

Gy @Gy @@ * * * Gu=1 4@ Gy 5 V) (42)
= @y Gy -1 * 3@ Gy M (43)
for all finite sequences of states uV, u® ... u®™ cT.

We next verify that the Kolmogorov’s Criterion is
satisfied by U(t) for any finite sequences of states
u® 4@ ... .

Case 1: If (42) (or (43)) equals to O, then there must be at
least one product term being 0 in (42) (or (43)). Assuming this
term to be g, ,+1, then according to (2), the term g, i+1,6)
in (43) (or (42)) must also be 0. Thus (43) (or (42)) must also
equal to 0.

Case 2: If neither (42) nor (43) is 0, then none of the terms
in (42) and (43) equals 0. According to (2), the transition
resulting in the term g, ,c+1) must be between neighboring
states, i.e. u@tD — @ =(0,...,0,£1,0,---,0)7.

Notice that a transition such that the m-th entry of a state
is changed from u,, to u, + 1 will produce a product term A
in (42) and a product term f(u,, + 1) in (43). And reversely,
a transition such that the m-th entry is changed from u,, + 1
to u, will produce a product term f(u,, + 1) in (42) and a
product term A in (43).

If we denote the number of state transitions in the transition
loop

@D, u® ... u™ W) (44)
v—1

such that the ( > M,,+m)-th state entry is changed from u,
w= 1

to uy,m + 1 by nv m.uy,, Gmes, and the number of transitions

such that the ( Z M,, +m)-th entry is changed from u, ,, + 1

w=1
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to uy,m by n,, 4, ,, times, then
vV M,
Eq(42) HH H iwmuwmfwmuwm(uwm_i_l)
w=1m=1uy =1
(45)
V. My
o = [[T] [T #5eom 05 G+ 1)
w=1m=1uy =1
(46)
To make (44) a closed loop, we must have
nl_tm:uu,m = nu_,m’uv,m (47)
forall o = 1,2,---,V, m = 1,2,--- ,M, and u,, =

1,2,---, K. Substituting (47) into (45) and (46) and we get
that (42) equals to (43). Thus U (¢) is reversible.

APPENDIX B
PROOF OF THEOREM 2

The calculation of a single C(N, M) term involves at most
K, summations. Also, there are at most N < M T K such terms
for some specific M. Hence the computational complexity for
all C(N, M) terms for a VBS pool sized M is bounded as

Ci < (max K, ) MTK|M| < (max K,))*|M|>,  (48)
1 1

where |[M| = ZIZ=1 M,,. At the same time, the calculation of
R(N, M) involves only a single subtraction (or summation).
Again, there are at most M TK such terms for some
specific M. Therefore the computational complexity of
R(N, M) for a VBS pool with size vector M is bounded as

C, < MTK|M|

< (max K,)| M. (49)

All together, the overall computational complexity is bounded
as

C=C+QC
[(max KU)2 + max KD] M2
[ [

IA

(50)

This bound is essentially quadratic in the pool size |M|. There-
fore, the computational complexity of blocking probability
should also be quadratic in the pool size.

APPENDIX C
PROOF OF THEOREM 3

From the definition of S M we know

vV M,
lim S
[M|— o0 M= |M|aoo |M| Z_%mZ:l
. Zsz 1 Uuwm
|M|—>oow=1 | M| My
1%
= lim (51)
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According to the Central Limit Theorem, S‘Mw converges in
distribution to a normal random variables as |M| — oo:

2
~ o
li Sm, ~ N , —2). 52
Ml,linoo My, (,uw Mw) (52)

Since l}v, m are independent random variables for all v and m,
Swm, are also independent. Therefore Sy will also converge to
a normal distributed random variable:

|4
Z ﬁwa
w=1
2

Vv 1%
o
< NS ot 3 0
w=1 w=1 w

o2

N(u, | MI)'

To express the blocking probability in terms of this normal
distribution, we next establish a relationship between the
stationary distributions of U and U. Let Py be the probability
of zero state for U, then from the product-form stationary
distribution of U and U we can get the following scaling
relationship between the stationary distribution of U and U:

lim
|M|— o0

lim Sy =
|[M|— 00

(33)

Pr{U = u) _Pr{f]:u}
PO B f’o .

(54)

From the definition of Py and P, the following relationship
exists:

. N 7!
:PriSMf—] | (55)
Notice in the above relationship, P/ Py is determined by the
probability distribution of Sys. Therefore we can use the large-
pool limit of Sys to get the following approximation

R N 17!
Iim —=|1-—Q0(— R
M|~ P, [ Q(IMI)}

where g(x) and Q(x) are respectively the probability density
function (PDF) and cumulative tail distribution of N(u, |‘7—A;|).
With these relationships, we can now approximate the blocking
probability:

(56)

v Mll)
lim P’ = lim P Upm =N
\M\lgoo \M\lgoo r[zz W }
w=1 m=1
P V M,
. 0 ~
= lim —Pr Upm =N
~ N
= lim = rISMz—]
|M|—o0 Py M|
Py 1 N
= =—=—q\ =) (57)
Py M|~ \|M|
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vV M,
lim P’ = lim Pr{u,, =K, U, N
\M\lgoo v \M\lgoo r[ v ’ Z_:Z_: s }
w=1 m=1
P vV M,
. 0 ~ s
= lim —PrqU, 1=K,, Upm <N
. Py ~
= lim TPr{UUJ:KU}
IM|—o00 P
M, My
- Pr ZUU,)n+ZZUw,)n<N_KD
m=2 w#v m=1
Py ~ - U N —-K
= lim TOPf’Pr Sy — 0.l g
M|—o00 P M| -1 |M|—1
= —=P7|1- Q(—)i|. (58)
Py "’ M|

Notice the fifth equality of (58) holds because, as |[M| — oo,
N should also approach infinity as N > |M|u. Hence

. N-Ky. N
|A41|1E00Q( M )= 0(—-).

59
M (59

Also, lim Q(l—%) = ¢~%*/2_ Therefore, the approxima-
|M|— o0
tion for the overall session blocking probability of class-v

VBSs is

lim P’ = | Mlligloo(Pbc + PPy

|M|— 00
N —1
E 1—Q(—)}
[ M|
1 N ~ N
. . . Phr 1_ _
{|M|"(|M|)+ ’ [ Q(|M|)“
— M| e—a2/2 + ﬁbr
T MV2roll—e@2 Y
1 1 "
- + Bbr, (60)

V2r|M|o2 e?? /2 — 1

APPENDIX D
PROOF OF THEOREM 4

The first part of our proof is straightforward using (53).
Since Sy will also converge to a normal distributed random
variable N (u, \67\) as |M| — oo, according to the strong law
of large numbers:

M
Pr { lim = |ﬁ]
|M|—00 N

Vo My
M| 00 N N

—P li Sy = 1. 61
r[Mlgloo M H] (61)



LIU et al.: STATISTICAL MULTIPLEXING GAIN ANALYSIS OF HETEROGENEOUS VBS POOLS IN C-RANs

Hence # 25 % Also, it is easy to see that U, , < K,

and Pr {U, n

IM|u
Thus N
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