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Abstract—Mobile cloud computing enables the resource-poor
mobile terminals to deal with the resource-hungry applications
thanks to the extra storage and computational resources at the
cloud side. However, the advantages of mobile cloud computing
cannot be fully exploited without proper collaboration of radio
transmission and computing, which is challenging under mul-
tiuser scenarios due to the coupling of radio and computational
resources. In this paper, targeting at reducing the terminal
energy consumption, we study the joint optimization of radio
and computational resources for multiple users in mobile cloud
computing and propose a heuristic strategy, based on the latency
constraint and the application type of each MT, for resource
allocation of low computational complexity. Numerical results
show that our proposed task offloading strategy can significantly
reduce the total energy at the mobile terminal side by 40% with 3
mobile terminals in the system, compared with the non-offloading
mobile computing scheme, while at the same time satisfying
the delay constraints. Moreover, it performs fairly close to the
optimum.

Index Terms—mobile cloud computing, multiuser, radio and
computational resources, energy-efficient offloading.

I. INTRODUCTION

Mobile cloud computing emerges to deal with the tension

between resource-hungry applications and resource-poor mo-

bile terminals (MTs). It is a flexible technology to allow

MTs to obtain more compute and storage resources from

the so-called clouds through wireless links. However, mobile

cloud computing also encounters several technical bottlenecks

despite its rapid development, among which the unsatisfactory

MT battery duration and delay constraints of various applica-

tions greatly restrict the system performance [1]. In recent

years, numerous media plays and video calls run on the MTs,

which attracts more and more users and stimulates new mobile

applications. However, this also causes the exponential data

growth and the MTs suffer desperately from the limited battery

capacity due to the limited physical size [2]. On the other hand,

the next generation wireless communication systems aim to

achieve millisecond-level delay and 100 times data rate and

researchers put more emphasis on delay requirements of the

users [3]. Therefore, proper resource allocation is essential to

solve the challenge of terminal energy consumption and delay

requirements in mobile cloud computing.

Due to the flexible resource allocation from the resource

pool and the capability of assisting MTs with energy reduc-

tion [4], various mobile cloud platforms, such as Cloudlet [5],

Clone Cloud [6] and CONCERT [7] have been proposed,

among which the distributed cloud architecture [8] stands

out. Concretely, the small-cell base stations are endowed with

additional while limited cloud functionalities called femto-

cloud. Whenever the MTs’ request can be met by the local

femto-cloud, everything is performed locally. Otherwise, the

base station may ask the remote cloud server for help. In this

way, both the radio and computational resources are brought

closer to the MTs, which is quite similar with the framework

in CONCERT.

It is important to note that the offloading and partitioning

procedure varies according to different kinds of applications

the MTs run. In this paper, we consider that the program

supports partitioning when the program is developed. We

assume that both the computation at the MTs and the femto-

cloud can be processed in parallel [9] in order to show the

fundamental trade-offs in offloading and will not go into the

details of partitioning algorithms.

Resource allocation in mobile cloud computing has been an

important area of research. In [10], the problem of allocating

jobs to data centers has been formulated as a Markov Decision

Process and an index policy is proposed. However, it only con-

sists of task allocation at the cloud side. Reference [9] analyzes

the optimization of the computational and radio resources

usage in single mobile user scenario. References [11]–[13]

apply multiuser scenario and assume that all the mobile users

in the system have already decided to offload all their tasks to

the mobile cloud. Different from the previous references, we

consider the scenario with multiple MTs in the system and

assume each task at the MT can be partially offloaded. We

try to optimize the scheme for resource allocation to reduce

the energy consumption at the MT side while satisfying delay

constraints.

The main contributions of the paper include:

1)We provide a framework for the multiuser joint optimiza-

tion of radio and computational resources in the mobile cloud

computing scenario.

2)We propose a task and delay based resource allocation

scheme that can be easily implemented. Numerical results

show that the proposed scheme performs fairly close to the

optimum.

The rest of this paper is organized as follows. Section

II describes the delay and energy model for processing the

application in the femto-cloud scenario. Then we formulate

the optimization problem and make some simplifications in
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Fig. 1. Femto-cloud scenario.

Section III. A heuristic resource allocation scheme is proposed

in Section IV. Finally, numerical results and conclusions are

provided in Sections V and VI, respectively.

II. SYSTEM MODEL

We consider a set of base station and femto-cloud with some

storage and computational resources, as is shown in Fig. 1

Each of the MTs has one application to execute. The MTs

can decide whether or not to ask the femto-cloud for help. In

case of offloading, the applications support data partitioning

which means that they can all be divided into two parts of

any size. One part will be processed locally and the other one

at the femto-cloud. We do not consider any overhead brought

by such division for the sake of simplicity. Our partitioning

model is a upper bound to the real application to some degree.

Thus the partitioning model can be formulated as follows [9]:

S0k + S1k = Sk, (1)

where S0k bits are executed at the MT side, while S1k bits
are offloaded to the femto-cloud through radio access point

and Sk is the total amount of the application.

The time of processing a task at the k-th MT is modeled to

be proportional to the amount of task. We denote the time for

the k-th MT to finish a single digit to be τk, which depends

jointly on the CPU rate and the complexity of the application.

Similarly, the energy used to deal with the not offloaded part

is modeled as ξkS0k, in which ξk accounts for the energy

consumption of one bit processed locally at the MT side. Note

that ξk also depends both on the CPU rate of the MT processor

and the type of the application.

When offloaded, the overall latency of the k-th mobile

terminal offloading task consists of the following four parts,

Δk = Δt
k +Δe

k +Δr
k + TB , (2)

where Δt
k is the time duration of uplink transmission to send

the state and input necessary for cloud execution. We assume

the bits for the uplink transmission to be μukS1k, where

the coefficient μuk accounts for the compression or overhead

of MT k due to the uplink communication. Using Shannon

Formula to get the uplink rate, the uplink transmission time

can be formulate as

Δt
k =

μukS1k

Bk log2(1 +
Pkgk
N0Bk

)
, (3)

where Bk is the bandwidth allocated to the k-th MT. Pk

denotes the uplink transmission power. gk represents the

channel gain between the k-th MT and the base station. N0 is

the power spectrum density of the thermal noise.

Δr
k is the latency to send the results of the computation

back to the k-th MT. Usually the downlink transmission time

is much smaller compared with the uplink time because the

transmit power of the base station is much larger.

Δe
k denotes the duration for the femto-cloud to process S1k

CPU cycles. We assume the number of CPU cycles/ second

of the virtual machine running the application of MT k over

the femto-cloud to be fk. Then

Δe
k =

S1k

fk
. (4)

The backhaul transmission time TB is supposed to be a

constant, which depends on the distance between the base

station and the femto-cloud as well as the link connection

(e.g., optical fiber).

III. PROBLEM FORMULATION

Our ultimate goal is to find the optimal resource allocation

strategy for the K MTs in order to minimize the overall

energy spent by the MTs under latency constraints. Such

terminal energy consumption consists of the energy spent in

the radio transmission and the local processing. The degrees

of freedom are radio and computational parameters and the

amount of tasks offloaded to the femto-cloud. Concretely, we

use FDM in our formulation and divide the total bandwidth

into several sub-bands for multiple MTs to avoid unnecessary

interference. The server at the femto-cloud side support multi-

task processing, thus the MTs can share the overall compu-

tational capabilities. The MTs can determine whether or not

to partition the application and how much for offloading. It

is considered that the compute processes at the MTs and the

femto-cloud can be performed in parallel, and the division and

integration do not introduce any overhead for simplicity.
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A. Optimization Problem

Our objective is to minimize a weighted sum of the energy

consumption of each MT: E =
K∑

k=1

βkEk, where coefficients

βk > 0 are weighting factors which can be adjusted to satisfy

different battery capacities of the MTs. Ek = PkΔ
t
k + ξkS0k

is the energy consumption of the k-th MT, which includes

the energy for the radio transmission and the local terminal

compute. Pk is the transmission power of the k-th MT. Note

that the delay and energy consumption during the downlink

transmission is negligible due to the fact that the transmit

power of the base station is much larger than that of the MTs.

So we focus on the uplink transmission.

Based on the previous analysis, we are able to formulate

the multiuser resource allocation problem as follows:

min
S1k,S0k,Pk,Bk,fk

E =
K∑

k=1

βkEk (5)

s.t. i)Sok + S1k = Sk, ∀k (6)

ii)max{τkS0k,Δk} ≤ Lk, ∀k (7)

iii)Pk ≤ Pkt, ∀k (8)

iv)
K∑

k=1

fk ≤ F, (9)

v)
K∑

k=1

Bk ≤ B. (10)

The meaning of the 5 constraints are listed as follows:

i) The application of the k-th MT can be partitioned into two

arbitrary parts: one processed at the local side, the other at the

femto-cloud side;

ii) The computational processes at the MTs and the femto-

cloud side can be performed in parallel. The executions of

both sides have to be finished within the delay constraints of

Lk;

iii) The transmit power of MT k has to meet the power budget

limit Pkt;

iv) The sum of the compute rate fk allocated to each applica-

tion can not exceed the total serving computational capacity

F ;

v) The sum of the sub-band Bk allocated to each MT can not

exceed the total bandwidth B;

B. Problem Simplification

Unfortunately, the optimization problem is nonlinear pro-

gramming, which is nonconvex in both the objective function

and the constraints. However, there are some good properties

in the problem, based on which we can simplify the overall

resource allocation problem:

Thanks to constraint i), we can eliminate S0k from the

optimization variables by expressing it in terms of S1k as

S0k = Sk − S1k.

The problem can be treated as linear programming in

accordance with the amount of offloading by each MT k S1k,

and S1k appears only in the objective function and the first

two constraints. Solving the linear programming problem,

S1k can be represented by Pk and Bk as a piecewise function

(The detailed deduction is omitted because of the space

limitation):

S1k =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

max{0, Sk − Lk

τk
} if Pkμuk

Bk log2(1+
Pkgk
N0Bk

)

> ξk

Lk

μuk

Bk log2(1 +
Pkgk
N0Bk

)
+
1

fk

else

(11)

IV. TASK AND DELAY BASED RESOURCE ALLOCATION

SCHEME

Although we make full use of the properties according to

the single optimization variable to simplify the problem, it is

still difficult to obtain a general closed-form solution because

of the fraction form in the delay expression. We may use

the exhaustive search to obtain the global optimal solution.

However, due to the fact that exhaustive search is much too

computational complex, especially when the number of the

MTs is large, we turn to look for a heuristic algorithm to find

sub-optimal solutions. Actually, as mentioned in the previous

simplification, both S1k and S0k can be expressed by the

resource allocated to the k-th MT. Thus we aim to find a

resource allocation scheme to solve the problem. Note that

we do not consider power control in this section and just

use bandwidth as the radio resource for allocation to show

the corresponding relationship between radio and compute

resources. Based on the experience that energy sensitive device

(with large βk) should have access to more resources and that

applications, which have the right delay requirement, should

get the most resources, we assume the resource should be

allocated proportionally to the ratio of βk|τkSk−|τkSk−Lk||.

Algorithm 1 Task & Delay based Resource Allocation Scheme

for k = 1 to K do
Bk = βk|τkSk−|τkSk−Lk||

K∑

i=1

βi|τiSi−|τiSi−Li||
B

fk = βk|τkSk−|τkSk−Lk||
K∑

i=1

βi|τiSi−|τiSi−Li||
F

end for
if Pkμuk

Bk log2(1+
Pkgk
N0Bk

)

> ξk then

S1k = max{0, Sk − Lk

τk
}

else
S1k = Lk

μuk

Bk log2(1 +
Pkgk
N0Bk

)
+
1

fk

end if
return E =

K∑

k=1

βkEk
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TABLE I
SYSTEM PARAMETERS

Parameters Value
Transmission Power (Pk, ∀k) 0.2W

Total Bandwidth (B) 20MHz
Cloud Compute Capacity (F ) 5× 107 cycles/second

ξk, ∀k 8.6× 10−8 J/bit
τk, ∀k 10−7 s/bit
μuk, ∀k 1
βk, ∀k 1
gk
N0

.∀k 8Hz/W

According to the above resource allocation method and the

previous conclusion that S1k and S0k can be expressed by

Pk and Bk, we propose a heuristic scheme in Algorithm 1 to

obtain the overall energy consumption at the MT side in the

system.

V. NUMERICAL RESULTS

In this section, we apply our proposed resource allocation

scheme and discuss numerical results. The parameters used are

listed in Table I. Among them the MT energy consumption and

delay parameters are from [14]. We set all the MTs to have the

same channel conditions (gk, ∀k to be the same) and the same

processing capabilities (the time to process 1 bit (τk, ∀k) to

be the same, and the energy consumed in the processing of 1

bit (ξk, ∀k) to be the same ). Using the quantities of the N810

device in [14], we obtain ξk and τk of each MT in our system.

Note that we assume the speed of CPU at the femto-cloud F to

be 4 times faster than that of MTs ( 1
τk

) (This can be achieved

by allocating 5 processors at the same time). Without loss of

generality, we fix the parameters of MT 1, and observe the

trends of the overall energy consumption by varying the delay

requirements and the application size of the other MTs. We

set the application size of MT 1 to be S1 = 5Mb as in [9]

and Sk(k �= 1) to be integral multiples of S1.

Fig. 2 and Fig. 3 show the bandwidth resource and the

computational resources allocated to MT 2 with 2 MTs in

all in the system, respectively. We apply both our task and

delay based resource allocation scheme and exhaustive search

to analyze the relationship between the delay constraints and

resource allocation. We vary the application amount of the MT

2 to get 2 groups of curves. Here we set L1 = 0.4s at the

beginning. Generally, the allocated computational resources

for MT 2 in Fig. 3 fluctuate similarly with the allocated

bandwidth resource in Fig. 2. This can be intuitively explained

as more offloaded tasks through the wireless link typically

require more compute resources to process at the femto-

cloud. Concretely, when the delay constraint of MT 2 L2

is smaller than the time required to finish all the task at

the mobile terminal side (τ2S2), then the allocated radio and

computational resources would increase in accordance with the

relaxation of delay requirements. In this case, the MT has to

ask the cloud for help to meet the delay requirements. Looser

constraints in delay may allow the MT to offload more tasks

to the cloud to save energy at the MT side, and more tasks

offloaded under such circumstance typically requires more
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Fig. 2. Bandwidth Allocation for MT 2 with two MTs in the system.

TABLE II
2 ALGORITHMS FOR 3 MTS IN THE SYSTEM

L1/s

E/J L2/s
0.55 0.65 0.75

0.55 (0.5947,0.5973) (0.5572,0.5581) (0.5272,0.5460)
0.65 (0.5275,0.5509) (0.5060,0.5134) (0.4731,0.5021)
0.75 ( 0.4731,0.4967) (0.4464,0.4558) (0.4125,0.4405)

resources for transmission and computation. However, when

L2 is larger than τ2S2, addition on L2 will lead to a decrease in

the demand of both radio and compute resources. This is due

to relatively loose delay constraint of MT 2. MT 2 can meet

the delay requirement without using too much resources thus

can leave more resources for other MTs in the system for the

minimization of the total energy consumption. Moreover, the

trends of our proposed scheme and exhaustive algorithm fits

really well in Fig. 2 and Fig. 3, which validates our previous

deduction.

The impact of delay requirements to the terminal energy

consumption is illustrated in Fig. 4. The total energy con-

sumption reduces significantly with the increase of the delay

constraints, which shows that mobile cloud computing can

achieve respectable energy saving for MTs in sacrifice of the

processing delay. Processing two applications with the amount

of S1k at the MT side requires 0.86W energy dissipation.

However, through partial mobile cloud offloading the required

energy is less than 0.2W, when L2 is 0.8 s, which could lead

to a over 75% reduction of energy required to process the

same job. Also, from Fig. 4, we can see the performance

of our heuristic resource allocation scheme performs really

well, especially when the delay constraint is relatively tight

compared with the duration to process the task at the MT

side.

Table II compares the performance of our proposed resource

allocation scheme with that of exhaustive algorithm for 3 MTs

in the system. We let the total application amount of the

3 MTs Sk all be 5MHz. With respect to the arrays in the
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Fig. 3. Computational Resource Allocation for MT 2 with two MTs in the
system.
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Fig. 4. Total Energy Consumption with 2 MTs in the system.

table, the first number in each array is the energy consumption

result by exhaustive search, while the second is the result of

our heuristic resource allocation scheme. We fail to list too

many data due to the limited space. Typically, our proposed

scheme achieves 40% average total energy reduction compared

with no offloading and 10% worse than the results of the

exhaustive search for the particular case of 3 MTs. How-

ever, the proposed scheme only requires O(K) complexity

and possesses practical feasibility while the raw optimization

problem is non-convex and the exhaustive algorithm is much

too computationally complex.

VI. CONCLUSION

In this paper, we have addressed the issue of resource

allocation in mobile cloud computing targeting at minimizing

the terminal energy consumption, while satisfying the delay

requirements. We formulate the scenario as a non-linear con-

straint optimization problem which is intractable. The task and

delay based resource allocation scheme is proposed in which

the k-th MT having delay constraint Lk closer to τkSk obtains

more resources. The proposed resource allocation scheme is

easily implementable, which requires only O(K) complexity,

and numerical results show it has good performance. As future

work, one can further consider the resource allocation problem

in the multi-BS and multi-femto-cloud scenarios.
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