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1 This type of link got
“front” in its name since
it is closer to the network
edge compared to back-
haul (BH), which con-
nects different BSs as
well as BSs and core-net-
work elements.

SMA RT BA C K H A U L I N G A N D FR O N T H A U L I N G F O R

5G NE T W O R K S

INTRODUCTION
In recent years, cellular networks have witnessed
a tremendous surge in data traffic, which is
largely driven by the widespread adoption of
smart devices such as smartphones and tablets
[1]. While this trend will most likely continue in
the foreseeable future, new challenges are also
emerging with the proliferation of machine-type
communications and real-time cloud services. In

response to these predicted challenges, next-gen-
eration networks are envisioned to provide
1000× capacity, 100× data-rate, and 1 ms latency
compared to fourth generation (4G) Long Term
Evolution (LTE) systems [2]. The enabling tech-
nologies for such supreme performance are
expected to include massive multiple-input mul-
tiple-output (MIMO), ultra-dense networking
(UDN), as well as high-frequency spectrum.

Fronthaul (FH) is an important enabler for
the deployment of these technologies in 5G net-
works. The term FH1 has its root in the dis-
tributed base station (BS) architecture, in which
the processing functions of a BS are split into
two entities: the remote radio unit (RRU), which
takes charge of radio processing and digital-ana-
log conversion near the antennas, and the base-
band unit (BBU), which handles digital baseband
processing at another location. The classical
form of FH refers to the point-to-point (P2P)
link that transports time-domain complex base-
band radio (a.k.a I/Q) samples between the cor-
responding RRU and BBU. Recently, FH also
finds use in the novel centralized radio access
network (C-RAN) architecture [3]. In C-RAN,
time-domain I/Q samples are aggregated from
scattered antenna sites to a central office for
uplink (UL) processing or sent out in the oppo-
site direction after downlink (DL) processing.

The dominant physical transmission technolo-
gy for classical FH is digital radio over fiber (D-
RoF). Although there are also several competing
technologies such as analog RoF, the longer
transportation range in C-RAN gives D-RoF
great advantages due to its low signal deteriora-
tion. Various specifications have been formed to
support the interoperability between FH prod-
ucts from different manufacturers. For example,
the common public radio interface (CPRI) spec-
ification [4] covers layers 1 and 2 of FH. Its
scope includes the physical topology, line data
rates, framing format, and so on.

Although classical FH has been widely adopt-
ed in distributed BS and C-RAN, it will never-
theless face serious challenges in the face of 5G
networks.
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ABSTRACT
The fronthaul is an indispensable enabler for

5G networks. However, the classical fronthauling
method demands large bandwidth, low latency,
and tight synchronization from the transport net-
work, and only allows for point-to-point logical
topology. This greatly limits the usage of fron-
thaul in many 5G scenarios. In this article, we
introduce a new perspective to understand and
design fronthaul for next-generation wireless
access. We allow the renovated fronthaul to
transport information other than time-domain
I/Q samples and to support logical topologies
beyond point-to-point links. In this way, differ-
ent function splitting schemes can be incorporat-
ed into the radio access network to satisfy the
bandwidth and latency requirements of ultra-
dense networks, control/data decoupling archi-
tectures, and delay-sensitive communications. At
the same time, massive cooperation and device-
centric networking could be effectively enabled
with point-to-multipoint fronthaul transporta-
tion. We analyze three unique design require-
ments for the renovated fronthaul, including the
ability to handle various payload traffic, support
different logical topology, and provide differenti-
ated latency guarantee. Following this analysis,
we propose a reference architecture for design-
ing the renovated fronthaul. The required func-
tionalities are categorized into four logical layers
and realized using novel technologies such as
decoupled synchronization layer, packet switch-
ing, and session-based control. We also discuss
some important future research issues.

REDESIGNING FRONTHAUL FOR NEXT-GENERATION
NETWORKS: BEYOND BASEBAND SAMPLES AND

POINT-TO-POINT LINKS
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1) Massive FH bandwidth requirements: The
bandwidth requirements of a classical FH link are
proportional to the product of radio bandwidth,
number of antennas, and quantization resolution.
To put this into perspective, a typical 20 MHz 4G
LTE eNodeB with 8 antennas requires around 10
Gb/s FH bandwidth on UL or DL. Since the area
density of antennas and the communications
bandwidth are both expected to be enormous in
5G networks, the demand for FH bandwidth will
become even more significant. Nevertheless,
state-of-the-art compression techniques can only
achieve at most 3× compression rate [5]. The
most straightforward option for physical transport
is dark fiber, in which one fiber core can only
carry one FH link. However, this will result in
enormous fiber resource consumption, making
this scheme realistic only to operators with abun-
dant fiber resources or in scenarios where fiber
deployment is cheap. Another option is to multi-
plex FH links into a single fiber core using wave-
length-division multiplexing (WDM), but WDM
modules are still much more expensive than black
and white modules. 

2) Stringent latency constraints: Wireless sig-
nal processing often has stringent latency con-
straints. For example, the LTE hybrid automatic
repeat request (HARQ) process leaves a latency
budget of 3 ms for the decoding of each radio
subframe. Because subframes need to first be
transported from remote radio heads (RRHs) to
BBUs before being processed, the transportation
latency should also be counted into this latency
budget. Excluding the portion necessary for sig-
nal processing (about 2.5 ms), there are only 300
to 500 ms left for FH transportation, ruling out
any switching-based technologies that will incur
excessive latency. Moreover, some 5G communi-
cation scenarios demand even stricter latency
constraints: for sub-millisecond wireless access,
the latency budget for FH transportation will be
so small that any long-range transportation may
be prohibited.

3) Tight synchronization requirements: Syn-
chronization is essential for radio communica-
tion systems. But many RRHs cannot generate
accurate clock by themselves, either because
GPS receivers are too expensive to be integrated
into RRH or due to satellite signal blockage in
indoor environments. For this reason, FH must
deliver synchronization information from BBUs
to RRHs. In CPRI links, clock information is
carried in the waveform (pulse edges) of the
transported signal. But the underlying network
infrastructure may introduce jitter to the wave-
form, leaving degraded communication perfor-
mance. The importance of tight synchronization
will be even greater in 5G networks because of
the massive cooperation between access nodes.
If cooperating access nodes have frequency off-
set, their transmitted signals will overlap at user
equipment (UE), and will not be able to be sep-
arated and individually compensated, causing
distorted beamforming patterns and degraded
performance.

In this article, we propose a renovation of
classical FH to address the above challenges.
The renovated FH can transport intermediate
processing information beyond time-domain I/Q
samples. Also, it supports logical topologies

beyond P2P links. The renovated FH can seam-
lessly incorporate different function splitting
schemes and logical topologies, and can enable a
number of key 5G concepts. We provide detailed
analysis on three unique design requirements for
the renovated FH:
• Handling various payload traffic
• Supporting flexible logical topology
• Providing differentiated latency guarantees

To facilitate efficient realization of the reno-
vated FH network, we introduce a layered refer-
ence architecture and discuss how the layers may
be realized using technologies such as decoupled
synchronization, packet switching, and session-
based management. Promising future research
issues are also listed.

The rest of the article is organized as follows.
We propose our renovation for classical FH and
discuss how the renovated FH can enable some
key 5G concepts. We analyze the three funda-
mental design requirements for the renovated
FH. We then propose a layered reference archi-
tecture for realizing the renovated FH and intro-
duce the enabling technologies. After that, we
discuss some important future research issues.
The article is then concluded.

RENOVATING FH
The classical understanding of FH is a P2P link
between an RRH and BBU for transporting
time-domain I/Q samples. In this section, we
renovate this concept in two ways in order to
address the challenges in 5G networks:
• FH should transport intermediate processing

information other than time-domain I/Q sam-
ples.

• FH shall support not only P2P transportation
but also point-to-multipoint networking.

We also illustrate how these new features could
enable some promising 5G concepts.

BEYOND TIME-DOMAIN I/Q FRONTHAULING
Recent research on BS function splitting
revealed that allowing the transportation of
intermediate processing information other than
time-domain I/Q samples will help eliminate the
bandwidth and latency bottlenecks of classical
FH. The research on BS function splitting con-
cerns the split of signal processing functions
among different entities [6]. The classical RRH-
BBU split is an extreme case, with minimal pro-
cessing at RRHs. In contrast, alternative function
splitting schemes place processing functions such
as fast/inverse fast Fourier transform (FFT/
iFFT), MIMO precoding/detection, modula-
tion/demodulation, or even the whole physical
layer (PHY) stack at RRHs. A trade-off between
computational and networking resource can be
achieved by using different function splitting
schemes [7]. The optimal trade-off point should
be decided considering the resources and con-
straints of specific scenarios. Analysis shows that
the FH bandwidth requirements of alternative
splitting schemes can be two orders of magni-
tude lower than the classical scheme, and the
requirement on latency can also be relaxed [8].

The rationale behind these benefits can be
explained as follows: signal processing functions
in a sense append (extract) redundant informa-

The optimal trade-off
point should be decided

considering the
resources and 

constraints of specific
scenarios. Analysis

shows that the FH band-
width requirements of

alternative splitting
schemes can be two
orders of magnitude

lower than the classical
scheme, and the require-

ment on latency can
also be relaxed.
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tion to (from) the communications signals in
order to combat channel deterioration. For
example, modulation maps code-words (6 bits
for 64-quadrature amplitude modulation, QAM)
to complex constellation points (30 bits) so as to
combat noises. Placing some of the processing
functions at RRHs will reduce the amount of
redundant information which need to be trans-
ported, and will in turn reduce the FH band-
width requirements. As for latency, by moving
latency-sensitive processing functions to remote
sites, the fronthauling (FHing) latency will no
longer be part of the total time budget, thus the
latency requirement can be relaxed.

Since different function splitting schemes will
result in different FHing payload, FH should be
allowed to transport not only time-domain I/Q
samples but also other intermediate processing
information. Also, now that processing functions
can be flexibly placed, the classical definitions of
RRH and BBU should also be generalized:
RRHs should be allowed to handle some extra
processing functions, and BBUs need to be able
to handle fewer processing functions. 

FROM P2P FHING TO FH NETWORKING
Classical FH is in essence a logical P2P link,
even though the underlying transport topology
may be stars, rings, or chains. However, recent
developments in cooperative communications
put forward the need for point-to-multipoint log-
ical topology. Massive cooperative is a main ele-
ment in the technology evolution of RAN [9].
The information from (to) multiple RRHs is
jointly processed to mitigate interference or
increase cell throughputs. Typical cooperative
processing schemes include joint transmission,
joint reception, coordinated scheduling, and
coordinated beamforming. As the next-genera-
tion networks become much denser, it is highly
possible that cooperative processing will become
prevalent in 5G networks.

Centralization is a possible way to implement
cooperative processing. The processing informa-
tion from multiple RRHs are aggregated through
FH to one BBU, as in Fig 1a. In this way, the

information of cooperating cells can be
exchanged inside the BBU. When full centraliza-
tion is too expensive, neighboring RRHs could
form a cooperation cluster, and the processing
information would only need to be aggregated
within the cluster. In such a case, information
must also be exchanged between clusters to facil-
itate communications on cluster edges. One way
to exchange information between clusters is to
establish FH links from one RRH to multiple
BBU as in Fig. 1b. For this case, FFT/iFFT may
need to be placed at RRHs so as the resource
elements used for cooperative communication
can be extracted and send to the cooperating
cluster(s). Another way is to forward processing
information from the BBU of one cluster to that
of another cluster as in Fig. 1c.2

ENABLING KEY 5G CONCEPTS
C/D Decoupling Architectures: Air-interface C/D
decoupling architectures as proposed in the
hyper-cellular network [10] and phantom cell
[11] is a key concept for the management of
dense small cells in 5G networks. In these archi-
tectures, the physical control channels are only
transmitted by the control plane large cells, pro-
viding data plane small cells more chances to
hibernate. In addition, the large control cover-
age also allows for better mobility management.

The renovated FH can support function split-
ting for more effective deployment of massive
small data cells. The enormous FH bandwidth
requirements of massive data cells can be satis-
fied by placing preprocessing functions at remote
sites or utilizing a wireless FH link for the last
hop; besides, the sparseness and burstiness of
small cell traffic will be absorbed by statistical
multiplexing, improving the utilization ratio of
FH wireline resources. In both ways, the imple-
mentation flexibility of UDNs will be greatly
improved in areas with limited fiber resource.
Also, C/D decoupling inherently implies differ-
ent FH payloads from control and data cells:
control cells need to transport more control
channel information, while data cells need to
transport more data channel information. As
illustrated in Fig. 2, this heterogeneous FHing
demand can be satisfied more efficiently (com-
pared to classical FH) by using FH links matched
to the traffic patterns and delay requirements of
control and data payloads, respectively.

Device-Centric Communications: Device-centric com-
munications will be one disruptive technology
direction for 5G networks [12]. In such a sce-
nario, devices will simultaneously connect to
multiple access nodes. This technology blurs the
concept of a cell and breaks away from the pre-
vious cellular communication paradigm by which
devices are connected to only one radio node at
a time. To enable device-centric communica-
tions, the role of FH should also be changed
from “transporting information for cells” to
“networking information for devices.” As illus-
trated in Fig. 3 (orange), the processing informa-
tion of a user needs to be transported
simultaneously from multiple RRHs to a BBU
for joint processing. Note that different users
may send their information to different BBUs.
Moreover, the neighboring RRHs may change

Figure 1. Possible logical topologies for FH networking.

(a) (b)

(c)

BBU

RRH

Forwarding

P2P

Point-to-multipoint

2 Forwarding information
between BBUs on FH
links may look similar to
exchanging information
between BSs through the
X2 interface. However,
because the main func-
tionality of FH (i.e., net-
working intermediate
processing information)
is different from BH, the
realization of their net-
work interface shall be
vastly different.
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for users as they move around the network; thus,
the set of serving FH links need to be adapted
accordingly.

Latency-Sensitive Communications: Latency will be
one of the key concerns in 5G networks.
Although applications with normal delay require-
ments, such as common mobile Internet services,
will still be needed, there will also be new appli-
cations like tactile Internet [13], which demands
much shorter access latency (about 1 ms). The
renovated FH can support these diverse latency
requirements as in Fig. 3 (purple). For latency-
sensitive applications, one option is to place the
whole processing stack in order to avoid the
transportation latency on FH; otherwise, low-
latency FH links must be provisioned to ensure
that the latency constraint is not violated. On the
contrary, normal-latency applications may utilize
FH links with looser latency guarantee. In more
common scenarios, the latency requirements
from different applications may vary significant-
ly, and the renovated FH could provide a range
of latency guarantee options for the resulting
FH payloads. 

DESIGN REQUIREMENTS

In this section, we analyze three design require-
ments that are unique to the renovated FH.
These requirements include:
• Handling various payload traffic
• Supporting flexible networking topology
• Providing differentiated latency guarantee

VARIOUS PAYLOAD TRAFFIC
A different function splitting scheme will intro-
duce various bandwidth requirements for an FH
network. As can be seen in Fig. 4, the baseline
classical splitting scheme (time-domain I/Q
FHing) consumes the most FH bandwidth. In
comparison, the bandwidth requirements of
alternative split schemes can be much lower than
this baseline:
1. Low-pass-filtered I/Q FHing: Time-domain

I/Q samples are low-pass-filtered before FH
transportation. The blank guard band can be
filtered out, roughly halving the FH band-
width requirements. 

2. Resource element extraction: All cell process-
ing (e.g., FFT/IFFT) are placed at the RRH.
Only the I/Q samples on active resource ele-
ments are extracted for FHing. In such a
scheme, the instantaneous FHing rate is pro-
portional to the actual radio resource usage,
allowing the FH bandwidth requirements to
further fall off in lightly loaded cells.

3. Modulation bits FHing: MIMO precoding/
detection and modulation/demodulation func-
tions are placed at the RRH; thus, the inter-
mediate processing information to be
transported is actually modulation information
bits. Since modulation bits are much more
compact representation than I/Q samples, the
FH bandwidth is often at least one order of
magnitude lower than baseline.
Note that these examples just illustrate the

basic concept and are far from exhaustive.
Other system configuration and function split-
ting schemes may result in different results. But

the diversity in bandwidth requirements will be
similar.

Besides bandwidth requirements, the FH traf-
fic patterns of different splitting schemes will also
manifest various randomness and periodicity (Fig.
4). The randomness is a consequence of cell load
variations on one hand: the amount of radio
resources under use varies as users come and
leave, resulting in time-varying bandwidth require-
ments. On the other hand, it also results from the
time-varying usage of modulation and coding
schemes (MCSs) in response to channel fluctua-
tions. Meanwhile, periodicity will also arise due to
the transportation of periodic control signals like
physical downlink control channel (PDCCH),

Figure 2. FH networking for C/D decoupled architecture and massive small
cells. CBS and DBS can adopt different function splitting schemes (see
function names in gray and green boxes) and will result in FH payload
with different bandwidth, latency, and traffic pattern. (CBS: control base
station, DBS: data base station, PRB: physical resource block, PHY: phys-
ical layer, MAC: medium access control layer, L3: layer 3 or network
layer, PDU: packet data unit, BW: bandwidth).
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physical random access channel (PRACH), as
well as other overhead information.

These diverse bandwidth requirements and
traffic patterns will render the traditional con-
stant bit rate FHing technique, which only offers
limited bandwidth and traffic pattern options,
and is inefficient. For this reason, the renovated
FH ought to provide sufficient flexibility to effi-
ciently transport payloads with various band-
widths and traffic patterns.

FLEXIBLE NETWORKING TOPOLOGY
The logical topology of FH will be diversified in
5G networks. As mentioned previously, central-
ized cooperative processing requires an FH net-
work to aggregate (distribute) information from
(to) multiple RRHs to a BBU or transport infor-
mation between BBUs. Besides, there may also
be the need to transport information among
RRHs when cooperative processing functions
are placed at RRHs. Moreover, when the func-
tion splitting scheme is dynamically changed as
in [7], the FH networking topology need to be
adapted accordingly.

Aside from the support for different types of
logical topologies, an optional design require-
ment is fine-grained topology management.
There are two possible scenarios where the logi-
cal topology of FH links needs to be managed at
sub-cell granularity. First, when different cells
cooperate through FH links between RRHs, the
information produced by control and signaling
processing functions may still need to be trans-
ported to the BBU at the same time. In this
case, the RRH-RRH and RRH-BBU links need
to be managed separately. Second, the manage-
ment granularity may need to be down to device-
level granularity in device-centric
communications: cooperative processing infor-
mation for cell-edge users can be transported to
the BBU, while the processing of other non-
cooperative users can be placed locally at RRHs.

The renovated FH should have the ability to
provide a very diverse collection of logical
topologies, and provide fined-grained routing
granularity for its payloads. Also, since the rout-

ing strategies will be tightly coupled with the
selection of function splitting schemes, FH
should provide the interface to enable joint
design of function splitting and FH transporta-
tion.

DIFFERENTIATED LATENCY GUARANTEE
Differentiated latency guarantee is needed for
both the evolution of current networks and the
development of 5G networks. In current net-
works, different function splitting schemes may
result in different latency requirements. Take
LTE, for example: if all processing functions that
are below HARQ are conducted at RRHs, the
latency requirement for FH can be relaxed to
the 10 ms level (due to a PRACH latency con-
straint) [14]. For 5G networks, the demand for
differentiated latency guarantee also comes from
new applications. At one extreme, sub-millisec-
ond wireless access is needed by future real-time
applications such as tactile Internet. In such as
case, either the transport latency on FH should
be further reduced (e.g., to below 100 ms), or the
whole processing stack should be placed at the
RRH to avoid FH transportation. At the other
extreme, there are also applications for which
latency is not too much of a concern. A typical
example is delay-tolerant machine-type commu-
nications. In such a case, the latency require-
ment on FH can be correspondingly relaxed.
The relaxed latency requirements make payload
scheduling and switching possible. Also, a large-
delay transport network can be used in scenarios
where no low-latency infrastructure is available.
Between these two extreme cases, applications
with intermediate latency requirements will also
be possible. FH should have the ability to provi-
sion FH links with differentiated latency guaran-
tee for different applications.

REALIZATION ASPECTS

In this section, we discuss the realization aspects
of the renovated FH. To facilitate discussion, we
first propose a reference architecture for the
renovated FH. As illustrated in Fig. 5, the physi-
cal layout of the proposed architecture is con-
structed of RRHs, BBUs, and FH switches. They
are interconnected using physical links and form
certain network topology, such as rings or chains.

The functionality of these physical network
elements can be categorized into four logical lay-
ers. The foundation is a synchronization layer
for distributing timing and clock references; in
the middle are the payload layer for payload for-
warding, and the control layer, which oversees
payload forwarding and timing distribution; on
the top sits the session layer, which presents log-
ical FH links for applications. Next, we discuss
some enabling technologies for these layers.

DECOUPLED SYNCHRONIZATION
As mentioned earlier, synchronization is essen-
tial for radio communication systems. In classical
FH, synchronization signals are transported on
FH links together with I/Q payload. This cou-
pled mode works well on P2P links, but will cre-
ate many ambiguities as the network topology
becomes more complex. To address this difficul-
ty, the synchronization functionality in the pro-

Figure 4. Instantaneous fronthauling bit-rates of different function splitting
methods. Simulation parameters: 20MHz single cell and 10 UE, DL SISO
transmission with link adaptation, sub-frame-level channel and user traffic
variation.
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posed architecture is decoupled. The logical
topology for timing and clock distribution is
decided separately with payload transportation.
Specifically:
• RRHs are slave nodes and synchronized to the

signals from upstream FH nodes.
• BBUs receive synchronization signals from

either other nodes or external timing sources.
• FH switches handle the selection, combina-

tion, and regeneration of timing and clock sig-
nals.

External timing sources can also be attached to
FH switches as inputs. These processes are han-
dled by dedicated circuitry like phase-locked
loop (PLL) and timing processors, as well as
specially designed message-based protocols and
algorithms. A separate synchronization layer like
this can also be found in other designs such as
Synchronous Ethernet and IEEE 1588 [15].

PACKET SWITCHING
FH payload is transported in the FH network in
the form of packets. As illustrated in the payload
layer of Fig. 5, the data streams generated at
RHHs or BBUs are first traffic-shaped by the
regulator through buffering and framing, form-
ing the transportation payloads. Each frame is
then attached with a packet header, which indi-
cates its FH link number, link counter number,
and so on. The resulting packet is then handed
to lower layer protocols for physical transporta-
tion. On the receiver side of the physical link,
the FH switch first buffers the packet in the
input buffer and extracts its header information.
The local controller then processes the header
and decides the scheduling and forwarding poli-
cy for this packet. The packet is then moved to
the output buffers along with payloads from
other FH links, and transported to the FH switch
in the next hop. Once the packet has arrived at
the destination end equipment, it is again
buffered at the regulator, stripped of its header,
and recovered into the payload data stream for
further signal processing.

Packet-switched FH transportation has sever-
al advantages. First, a variable length packet can
effectively handle the various payloads resulting
from different function splitting schemes. Sec-
ond, packetized payloads can be separately
scheduled to increase the bandwidth utilization
of a physical link under diverse payload band-
width and traffic patterns, and to provide differ-
entiated latency guarantee. Third, packets can
be individually forwarded, forming the desired
logical FH networking topology. Lastly, the FH
payload can be dynamically switched to redun-
dant physical paths under link or node failure,
increasing the overall resilience of the network.
Note that packet-based transportation of time-
domain I/Q samples is being investigated by the
IEEE 1904 Work Group under the name radio-
(CPRI)-over-Ethernet. In contrast, our proposal
also supports the transportation of information
beyond I/Q samples and logical topologies other
than P2P links.

SESSION-BASED CONTROL
The capacity of the FH network is presented in
the form of FH sessions. An FH session stands
for one stream of FH payloads between a pair of

end equipment and having certain bandwidth
and latency guarantee. The payloads in the same
session share the same physical path in the net-
work. Each session is set up and torn down sepa-
rately in the network through the control layer.
The control layer calculates the best transporta-
tion path and configures the local control enti-
ties along the path.

This session-based control is realized using
virtual circuit switching, which establishes virtual
connections in a packet-switched network. Con-
nect-oriented switching has a number of advan-
tages over its connectionless counterparts, such
as better bandwidth and latency guarantee,
lower switching overhead, and higher switching
speed. This kind of technology has been widely
used in major protocols like multiprotocol label
switching (MPLS). These features are all favor-
able to FH transportation, since FH payloads

Figure 5. Reference architecture.
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may have different bandwidth and latency
requirements, but also demand high switching
capacity and low switching delay.

FUTURE RESEARCH ISSUES

In this section, we discuss some important
research issues for the renovated FH.

OVERHEAD ANALYSIS AND REDUCTION
The renovated FH network provides great flexi-
bility over payload traffic, topology, and latency
guarantee. However, along with the great flexi-
bility comes increased overhead. First, the pack-
et headers do not carry any payload information
and will thus reduce the overall bandwidth effi-
ciency. Second, header processing and payload
scheduling will introduce additional latency to
FH transportation and require more computa-
tional resources. Moreover, fine-grained FH ses-
sion management will bring more negotiation
and signaling overhead.

These overheads should be thoroughly quan-
tified and analyzed in the future in order to
identify fundamental design trade-offs, which
can be used for overhead reduction. For exam-
ple, a shorter header may reduce the control
information carried in each packet and hurt flex-
ibility, but it will increase bandwidth efficiency
and speed up the control processing pipeline.
Likewise, restrictions on available payload length
options may reduce the bandwidth efficiency,
but will provide better latency guarantee. Also,
managing FH sessions in a group will reduce
flexibility, but at the same time the overall sig-
naling overhead. Efficient implementation will
have to search for an optimal trade-off point.

SOFTWARE-DEFINED NETWORKING
Software-defined networking (SDN) is a novel
paradigm to enhance the efficiency, flexibility,
and management of networks. This concept can
also be introduced into the renovated FH. Note
that in the reference architecture, the control
layer does not mandate a distributed implemen-
tation. A centralized controller could be intro-
duced into this layer to coordinate payload
scheduling and forwarding as well as timing dis-
tribution based on global network information.
However, in order to introduce SDN into FH
networks, the common issues with SDN must be
addressed. For example, scalability is a major
concern in any architectures with centralized
control. The central controller may be overload-
ed by massive control signaling demands and
complex control algorithms, resulting in large
latency or packet drop. This issue calls for novel
control plane designs such as hierarchical con-
trol design. Also, centralized control facilitates
SDN operation. Applications can access the
capabilities of the proposed architecture by call-
ing application programming interfaces (APIs)
on the central controller. However, the APIs
must be designed according to the special needs
of FH networking.

HETEROGENEOUS FH LINKS
The available link technologies for FH will con-
tinue to evolve and blossom in the future. Opti-
cal modules will have higher rate and lower

price thanks to the development of technologies
like silicon photonics. Wireless link technologies
such as mmWave and free space optics (FSO)
are also likely to become mature enough to
transport FH payloads as well as control and
synchronization signals. Both types of link tech-
nologies have their own pros and cons. There-
fore, it is important for the renovated FH to
utilize heterogeneous FH links in a synergistic
manner. For example, wireless links could pro-
vide last-hop FH access, while optical transport
can be used to aggregate last-hop access links.

These different network segments may
employ different protocols, so segment gateways
need to be designed across which to transparent-
ly deliver payloads. Another issue is the non-uni-
form link quality of service (QoS) among
segments. For example, public networks often
have less bandwidth and larger latency than pri-
vate networks. To provide uniform QoS guaran-
tees along the FH link, performance monitoring,
reporting, and negotiation capabilities must be
designed at segment gateways, and the QoS dif-
ferences of different segments should be consid-
ered by the FH when scheduling and forwarding
payloads. The feasibility and best practice of syn-
ergetic operations of heterogeneous FH links
require further investigation. 

NETWORKING-PROCESSING CO-DESIGN
In traditional RAN, the performance of wireless
communication is decoupled with computational
and wireline resources. Each BS is equipped
with enough computational resources to handle
signal processing on its own, even in peak hours.
And the information exchange demand between
BSs, and between BSs and the core network ele-
ments is minimized since all signal redundancy is
removed through local processing.

However, the renovated FH allows for the
co-design of processing and networking. This is
because the processing information can now be
transported to arbitrary places for processing,
allowing for trade-off between computational,
wireline, and radio resources. Possible trade-offs
include processing consolidation (wireline–,
computation+),3 FH compression and function
splitting (computation–, wireline+), centralized
cooperative processing (computation–, wireline–,
radio+), wireless FH (radio–, computation–,
wireline+). Preliminary examples of such trade-
offs have emerged in the form of fully central-
ized processing in C-RAN. However, more
alternative forms of trade-off should be investi-
gated to address the practical challenges of
cloud-based radio access, such as high FH band-
width requirements and energy consumption.

CONCLUSION

In this article, we renovate the classical FH to
address the challenges in 5G networks. The ren-
ovated FH can transport intermediate processing
information beyond time-domain I/Q samples,
and allows for logical topologies other than P2P
links. In this way, different function splitting
schemes and logical topologies could be
employed to enable key 5G concepts without
violating the bandwidth and latency constraints.
With respect to the renovated FH, we highlight

3 + means the trade-off
is in favor of this kind of
resource, while – means
the trade-off acts against
this kind of resource. If
not mentioned, this kind
of resource is not affect-
ed by the trade-off.

To provide uniform QoS
guarantees along the 
FH link, performance
monitoring, reporting,
and negotiation capabili-
ties must be designed at
segment gateways, and
the QoS differences of
different segments
should be considered by
the FH when scheduling
and forwarding 
payloads.
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the three unique design requirements, which are
handling various payload traffic, supporting flexi-
ble logical topology, and providing differentiated
latency guarantees. We also provide a layered
reference architecture for realizing the renovat-
ed FH, and discuss key enabling technologies
and important future research issues.
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