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Abstract—Small-cell networks play an important role in next generation mobile networks. Multiple antennas can be employed at the small-cell base stations (SBS) to further improve the spectrum-efficiency. However, the increased number of antenna elements induces more energy consumption, i.e., there exists a tradeoff between the energy-efficiency and the spectrum-efficiency. In this paper, the network performance is analyzed which takes the coordinated scheduling into account. The coordination relationship among neighboring SBSs is modeled by a coordination graph. The coordinated scheduling is achieved by finding the maximum independent set of the graph. By deriving the average size of the maximum independent set, the network performance is obtained. Simulation results validate the derivation is verified by the simulation results.
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I. INTRODUCTION

The next evolution of mobile networks has a paradigm shift in the design criteria, such as higher spectrum-efficiency (SE), higher energy-efficiency (EE), lower latency, and supporting increased number of mobile devices (including mobile users and machines). Traditionally, the deployment of homogeneous macro base stations (BS) is the efficient way to improve the SE. However, it is difficult for operators to further increase the density of macro BSs due to the ever-increasing cost of the site acquisition and the huge amount of energy consumption. To solve this problem, the low-cost small cells, such as femtocells, relays, and distributed antennas are densely deployed within the coverage of a macrocell, to improve the SE by reducing the distance from the BSs to the users. The resultant network is commonly referred to a heterogeneous networks (HetNets) which play an important role in the next generation mobile networks [1] [2].

Besides, multiple antennas can be employed at the small-cell base stations (SBS) to improve the spatial reuse by generating a narrow beam such as the massive MIMO techniques. The SE will be further increased. However, the increased number of antennas consumes more circuit power. There is a tradeoff between the EE and the SE. Previously, the EE is analyzed in the case of a single BS or regularly located BSs [3]- [5]. However, it is difficult to extend the previous works to the case of small cells. In the HetNets, the deployment of small cells is commonly demand-driven and achieved by the end-users which leads to a dense and irregular network topology. Moreover, the performance analysis based on the regular-topology model such as the grid-based model is intractable as the network size growth [6].

Recently, a tractable model is proposed by Andrews et al. [7] in which BSs are modeled as a spatial Poisson Point Process (PPP) [7]. The EE of the small-cell networks with multiple-antenna SBSs is analyzed based on this model [8]. However, the analysis model treats the inter-cell interference as noise, i.e., the interference management is not considered. To our best knowledge, due to the analytical difficulty of the interference distribution with the cooperative BSs, the EE performance of the small cells with inter-cell coordination is still unknown.

In this paper, we analyze the downlink performance with coordinated scheduling among different small cells. The coordination is modeled from users’ point of view who determine whether the neighboring SBSs should join the coordination. Specifically, each SBS has a coordination region which is related to the location of the corresponding receiver. If the neighboring SBS locates within this region, this neighboring SBS should coordinate. With the coordination relationship, a random coordination graph can be generated. The coordinated scheduling can be seen as finding the maximum independent set of the coordination graph. By deriving the average size of the maximum independent set, the network performance is obtained. The derivation is verified by the simulation results. Consequently, the tradeoff between the EE and the SE is obtained.

The rest of this paper is organized as follows. System model is described in section II. In section III, the inter-cell coordination is introduced from the users’ point of view and the area spectrum-efficiency and area energy-efficiency is defined. Section IV shows the analysis framework which derives the average size of the maximum independent set in the coordination graph. Simulation results are shown in section V. Finally, section VI concludes the paper.

II. SYSTEM MODEL

A. Network Topology

There are $N$ SBSs which are uniformly located in a circular area with the radius of $R$. Each SBS has $M$ antennas and provides a coverage of radius $D$. Single-antenna users are
uniformly distributed around each SBS. For each transmission, there are total \( N \) links denoted by \( \{l_1, l_2, ..., l_N\} \). Since users are uniformly distributed around each SBS, the distance between the SBS and the corresponding receiver is a random variable. Given the transmission direction, the distribution is given by \( f_D(r) \),

\[
f_D(r) = \frac{2r}{D^2}, r \in [0, D].
\]

The transmission direction of each SBS is uniformly distributed within \([0, 2\pi]\).

Given link \( l_n \in \{l_1, l_2, ..., l_N\} \), the transmitter of \( l_n \) is denoted by \( B_n \) and the receiver is denoted by \( U_n \). With polar coordinates, the location of \( B_n \) is denoted by \((r_{T,n}, \theta_{T,n})\) where \( n \in \{1, 2, ..., N\} \). Since the distribution of the SBSs' location is independent and identical, the distribution of \((r_{T,n}, \theta_{T,n}), \forall n \in \{1, 2, ..., N\}\), is given by

\[
f_{T}(r, \theta) = \frac{r}{\pi R^2}, r \in [0, R], \theta \in [0, 2\pi].
\]

Accordingly, the location of \( U_n \) is denoted by \((r_{R,n}, \theta_{R,n})\) where \( n \in \{1, 2, ..., N\} \). Given the link distance as \( d \), the distribution of \((r_{R,n}, \theta_{R,n}), \forall n \in \{1, 2, ..., N\}\), is given by

\[
f_{R}(r, \theta) = \frac{r f_D(r, d, R)}{2\pi}, r \in [0, d + R], \theta \in [0, 2\pi],
\]

where \( f_D(r, d, r_0) \) is a function of \( r \) which is given by

\[
f_D(r, d, r_0) = \begin{cases} \frac{2\pi}{d}, & 0 < r < \min(r_0 - d, 0) \\ \frac{2 \arccos\left(\frac{r^2 + d^2 - r_0^2}{2dr}\right)}{2\pi}, & \max(r_0 - d, d - r_0) \leq r \leq r_0 + d \\ 0, & \text{else} \end{cases}
\]

B. Antenna Pattern

In this section, the radiation pattern is modeled by a flat-top antenna beam which is commonly used to characterize the radiation pattern of the antenna array [9]. The antenna gain \( g(\phi) \) is given by

\[
g(\phi) = \begin{cases} G_{ml}, & |\phi| \leq \frac{\theta_{BW}}{2} \\ G_{sl}, & \text{else} \end{cases},
\]

where \( \phi \) represents the azimuthal angle, \( \theta_{BW} \), \( G_{ml} \) and \( G_{sl} \) represent the beamwidth, the transmission gain of the main lobe and the transmission gain of the side lobe, respectively. Since all links are assumed on the same horizontal plane, the variation of the beam pattern over the elevation angle is not considered.

In order to obtain those parameters, an uniformly distributed linear-array is assumed. The interval distance between each elements is \( \lambda/2 \), where \( \lambda \) represents the wave length. The radiation pattern of an uniformly distributed linear-array consists of two parts, the pattern of the antenna element itself, and the pattern of the array with the actual elements replaced by isotropic point sources, which are called the element pattern and the array factor respectively. The total pattern of the array is the product of the element pattern and the array factor.

With the far field approximation, the array factor is a function of the azimuthal angle which is

\[
AF(\phi) = w^H \bar{G}(\phi) = \sum_{n=1}^{M} w_n e^{j(n-1)(k \frac{\lambda}{2} \cos \phi)},
\]

where \( k = \frac{2\pi}{\lambda} \) is the wavenumber, \( \{w_n \in \mathbb{C}, n = 1, ..., M\} \) are complex values for the beamforming and \( \bar{G}(\phi) = \{1, e^{j(k \frac{\lambda}{2} \cos \phi)}, e^{j2(k \frac{\lambda}{2} \cos \phi)}, ..., e^{j(M-1)(k \frac{\lambda}{2} \cos \phi)}\} \) denotes the array steering factor. The antenna elements are assumed as the isotropic point sources, then element pattern is given by

\[
E_n(\phi) = 1, \forall \phi \in [0, 2\pi].
\]

Accordingly, the free-space radiation pattern is given by

\[
F(\phi) = AF(\phi)E_n(\phi).
\]

The directivity of the array at free space is denoted by \( D \) and is given by

\[
D(\phi) = \frac{1}{\pi} \int F(\phi)F(\phi)^H d\phi.
\]

where \((\cdot)^H \) denotes the operator of complex conjugate transpose (Hermitian).

Therefore, the beamforming gain is given by

\[
G(\phi) = \eta_T D(\phi),
\]

where \( \eta_T = 1 \) represents the array efficiency.

Accordingly, the value of \( G_{ml} \) is given by

\[
G_{ml} = \max_{\phi \in [0, 2\pi]} G(\phi).
\]

\( G_{sl} \) is obtained by calculating the power gain of the first side lobe. The beamwidth \( \theta_{BW} \) is defined as the half-power beamwidth (HPBW) which is

\[
\theta_{BW} = |\phi_{HPBW,left} - \phi_{HPBW,right}|,
\]

where \( G(\phi_{HPBW,left}) = G(\phi_{HPBW,right}) = \frac{1}{2} \max(G(\phi)) \).
C. Beamforming

Consider the case that the SBSs are commonly deployed on top of the user clusters. When an uniformly distributed linear array is used at the SBS, the received signal at the UE$_n$ is given by [10]

$$y_n = h_n^T R_T^T w x_n + n_0,$$  \(13\)

where \((\cdot)^T\) denotes the operator of matrix transpose, \(h \in \mathbb{C}^{M \times 1}\) is an independent and identically distributed channel vector such that \(h \sim \mathcal{CN}(0, I_M)\), \(w \in \mathbb{C}^{1 \times M}\) represents the beamforming vector, \(w^H w = 1\), \(n_0 \sim \mathcal{CN}(0, 1)\) is the thermal noise at the receiver side. \(R_T \in \mathbb{C}^{M \times M}\) is the transmit correlation matrix and given by

$$(R_T)_{ij} = \frac{(R_C)_{ij}}{\sqrt{(R_C)_{ii} (R_C)_{jj}}} = \frac{(R_C)_{ij}}{\int A(\phi) d\phi},$$  \(14\)

where \(R_C = \int \mathcal{G}(\phi) \mathcal{G}^H(\phi) A(\phi) d\phi\), and \(A(\phi)\) represents the channel angular power spectrum. For a Gaussian cluster of the scatterers with HPBW of \(\sigma_A \sqrt{2 \pi} l_0\), \(A(\phi)\) is given by

$$A(\phi) = \frac{1}{\sqrt{2\pi} \sigma_A} \exp\left(-\frac{\phi^2}{2\sigma_A^2}\right).$$  \(15\)

The beamforming vector is obtained by maximizing the receiving SNR (Signal-Noise-Ratio), then the beamforming vector is the eigenvector corresponding to the maximum eigenvalue of the \(R_T\).

$$w_{opt} = \arg\max_{w \in \mathbb{C}^{M \times 1}} w^H R_T w.$$  \(16\)

D. Power Consumption Model

In this paper, the total power consumption is given by [11]

$$P_{\text{total,BS}}(m) = \frac{P_T}{\xi} + m P_{\text{Ant}} + P_0,$$  \(17\)

where \(m\) represents the number of antenna elements at each base station, \(P_0\) denotes the power consumption which is independent with the transmissions, \(P_{\text{Ant}}\) denotes the total power consumption which comes from the circuits, \(P_T\) denotes the output power of the transmitter and \(\xi\) is the efficiency of the power amplifier. In order to focus on the effects of the number of antenna elements, \(P_T\) is a constant value.

Suppose there are \(N'\) SBSs transmit simultaneously and each with \(m\) antennas, the power consumption of the whole network is given by

$$P_{\text{Net}} = N' P_{\text{total,BS}}(m) + NP_0.$$  \(18\)

III. INTER-CELL COORDINATION

A. Coordination Region

In order to characterize the behavior of inter-cell coordination, we define the Coordination Region (CR) as shown in Fig. 2 with the center at the location of the receiver. The total region is divided into two parts: Inner-Region and Outer-Region.

1. Inner-Region: Every SBS who is located within this region should coordinate with B$_n$.

2. Outer-Region: Only if the UE$_n$ locates within the transmission direction of the SBS who is located within this outer region, the SBS coordinates with B$_n$. Otherwise, it is not.

The radius of these two regions are denoted as \(r_{CR,1}\) and \(r_{CR,2}\) respectively, and \(r_{CR,1} > r_{CR,2}\). Since the signal attenuation is modeled by the free-space model and the thermal noise is ignorable in the case of high-dense small cells, then

$$r_{CR,1} = \left(\frac{\eta P_T G_T G_R}{I_{req}}\right)^{\frac{1}{\alpha}},$$  \(19\)

$$r_{CR,2} = \left(\frac{\eta P_T G_m G_R}{I_{req}}\right)^{\frac{1}{\alpha}},$$  \(20\)

where \(\eta\) is the path-loss coefficient, \(\alpha\) is the attenuation coefficient, \(G_T = G_m\) and \(G_R = 1\) are the antenna gain of transmitter and receiver respectively, \(I_{req}\) is the maximum tolerable interference at the receiver which is given by

$$I_{req} = \frac{P_T G_T G_R d^{\alpha}}{\gamma_0},$$  \(21\)

where \(d\) is the transmission distance of the given link \(l_i\) and \(\gamma_0\) is the required SNR. Then, plugging (21) into (19) and (20), we have \(r_{CR,1}(d) = \gamma_0^{\frac{1}{\alpha}} d\) and \(r_{CR,2}(d) = \left(\frac{G_m G_R}{\gamma_0}\right)^{\frac{1}{\alpha}} d\). It is can be seen that the coordination region related to the link distance. Since the transmitting power is a constant, the far-located user should have larger coordination region to ensure its link quality.

B. Problem Formulation

For coordination scheduling, only those SBSs who do not belong to the same coordination group can be scheduled simultaneously. If the maximum number of concurrent links are scheduled at each time, the system achieves the maximum throughput.

Therefore, the Spectrum-Efficiency (SE) is defined as

$$\text{SE} = \frac{N' c}{A W},$$  \(22\)

where \(N'\) represents the average number of the maximum concurrent links with respect to the random topologies and \(A\) represents the area of the whole network, \(c = W \log_2(1 + \gamma_0)\) is the data rate of a given link, and \(W\) is the bandwidth.

Fig. 2. The Coordination Region of SBS, the outer region with radius of \(r_{CR,1}\) is for the neighboring SBSs who point to the UE, the inner region with radius of \(r_{CR,2}\) is for every neighboring SBSs. Once the other SBSs locate in those regions, they should coordinate their transmissions with this link.
Accordingly, the Energy-Efficiency (EE) is defined as the ratio between the total data rate and the total energy consumption over the whole network which is given by

$$EE = \frac{N'c}{\sum_{i} N'_{\text{total,BS}} + N'_{0}}.$$  \hfill (23)

IV. PERFORMANCE ANALYSIS

In order to analyze the system performance, the graph theory is used. For each random topology, there are total $N$ links, the links are defined as vertexes of the coordination graph. The coordination relationship is interpreted by the edges of the graph. When the $B_1$ locates within the CR of link $l_2$, then there exists an edge between those two vertexes, $l_1$ and $l_2$. The independent set is the set of vertexes in which there exists no edges connecting any of two vertexes. The maximum independent set is the largest independent set.

In order to derive the average size of the maximum independent set, define the probability $P_n(v)$ as the probability that the size of maximum independent set equals to $v$ when the total number of links is $n$, where $v \in \{1, 2, ..., n\}$. Then, $P_1(1) = 1$. Denote the probability of two links do not locate at the CR of each other by $Q$, Then, we have $P_2(1) = 1 - Q$ and $P_2(2) = Q$. Let $P_n = \{P_n(1), P_n(2), ..., P_n(n)\}$,

$$P_n = H_n H_{n-1} \cdots H_2 H_1 = \prod_{i=1}^{n} H_i,$$  \hfill (24)

where $H_n \in \mathbb{R}^{n \times (n-1)}$, and

$$H_n(i, j) = \begin{cases} (1 - Q)^{n-1}, & i = 1, j = 1 \\ 1 - (1 - Q)^{n-1}, & i = 2, j = 1 \\ 1 - Q^i, & i = j, j \neq 1 \\ Q^i, & i = j + 1, j \neq 1 \\ 0, & \text{else} \end{cases}.$$  \hfill (25)

The calculation of $P_n$ is based on the idea of checking all of the links by whether the maximum independent set with newly added link is still an independent set. The maximum independent set is selected iteratively until all of the links have been checked [12]. Note that the calculation is an approximation. When the coverage area by SBSs is relatively small, it achieves an accurate performance which is shown by simulation results.

For the calculation of $Q$, consider the case with two links denoted by $\{l_1, l_2\}$. Since $Q$ denotes the probability of two links do not locate at the CR of each other, $Q$ is obtained by the inclusion-exclusion rule of the probability,

$$Q = 1 - Pr\{l_1 \rightarrow l_2\} - Pr\{l_2 \rightarrow l_1\} + Pr\{l_1 \rightarrow l_2, l_2 \rightarrow l_1\},$$  \hfill (26)

where $Pr\{l_1 \rightarrow l_2\}$ represents the probability that the transmitter $B_1$ locates within the CR of link $l_2$. $Pr\{l_2 \rightarrow l_1\}$ is the probability that the transmitter $B_2$ locates within the CR of link $l_1$. $Pr\{l_1 \rightarrow l_2, l_2 \rightarrow l_1\}$ represents the probability that the transmitter $B_1$ locates within the CR of link $l_2$ and, at the same time, the transmitter $B_2$ locates within the CR of link $l_1$. Due to the limited length of the paper, the detail of the calculation is omitted.

Then, the average size of the maximum independent set is derived accordingly, $N' = \sum_{n=1}^{N} nP_n(n)$.

V. SIMULATION RESULTS

The simulation parameters are set as follows: the radius of the area is $R = 20$ unit length. Users are uniformly distributed around each SBS within the radius of $D = 2$ unit length. The path-loss factor is given by $\alpha = 4$. The bandwidth is $BW = 10$MHz. The power consumption is $P_{\text{t}} = 6.3$W, $P_{\text{ant}} = 35$W, $P_0 = 34$W and $\xi = 0.32$ [8]. The angle spread is set to $\sigma_\alpha = 20$. The minimum required SNR is $\gamma_0 = 100$. In order to validate the calculation results, we assume that $r_{\text{CR,1}}(d) = 2d$ and $r_{\text{CR,2}}(d) = 0.5d$ which are the functions of the transmission distance $d$. The average number of concurrent
links versus the beamwidth is plotted in Fig. 3. It shows that the theoretical results match with the simulation results.

In Fig. 4, the SE versus the network density is plotted. The SE monotonically increases with the network density given the number of antennas. It is because that, with the coordinated scheduling, the average number of maximum concurrent links always increases as the density increases. Given the density, the SE increases as the number of antennas increases. It is because that the spatial reuse increases with the smaller beamwidth of each link.

The EE versus the density of SBSs is plotted in Fig. 5. Given the number of antennas, the EE monotonically decreases over the density of SBSs. It is because that the increased spatial reuse always smaller than the increased density. It indicates that energy-efficiency can not be improved by only increasing the density since it induces more transmitting-independent energy consumption. Given the density, the EE decreases with the number of antennas when the density is relatively low. In that case, single-antenna SBS achieves the maximum EE. However, as the density increases, EE is a concave function of the number of antennas. There exists an optimal number of antennas which is larger than one.

From Fig. 4 and 5, the tradeoff between EE and SE can be seen. In the low density case, the EE always decreases with the SE. However, in the high density case, the EE firstly increases, then it decreases, when the SE increases.

VI. CONCLUSIONS

The energy-efficiency of randomly deployed small-cell with coordinated scheduling is analyzed. Simulation results validates the theoretical analysis. Based on the theoretical results, the tradeoff between energy-efficiency (EE) and spectrum-efficiency (SE) is analyzed. The EE is a decreasing function of the SE when the density of the SBSs is relatively low. In the high-density case, the EE firstly increases, then it decreases, when the SE increases. Moreover, given the number of antennas, the energy-efficiency is a decreasing function of the density. When the density of SBSs is relatively low, single-antenna base stations achieves the maximum energy-efficiency. As the density of SBSs increases, the maximum energy-efficiency is achieved by the SBS with more than one antennas.
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