Abstract—This paper considers the power allocation of a single Multi-Input Multi-Output (MIMO) wireless link with hybrid energy harvesting and grid power supply. We optimize the power allocation to minimize the power grid energy consumption while guaranteeing users’ QoS, which is defined as transmitting a certain number of bits in finite time horizon. First we solve the offline throughput maximization problem and propose the optimal solution called two-stage spatial-temporal water-filling, which allocates harvested energy in the first stage and then power grid energy in the second stage. Based on this, we solve the offline power grid energy minimization problem by utilizing its equivalence to the throughput maximization problem. Then, we use the Markov Decision Process (MDP) to get the optimal online power grid energy minimization policy. Furthermore, we propose two near-optimal algorithms with reduced complexity, namely the constant water level algorithm and the bit-aware water level algorithm. We evaluate the performance of the proposed offline and online algorithms by numerical simulations, showing that the bit-aware water level algorithm performs closely to the optimal online solution.
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I. INTRODUCTION

In wireless cellular networks, base stations (BSs) consume more than 50 percent of the power [1]. With increasing number of BSs, how to reduce the power consumption in BSs plays an important role for realizing green communications. A traditional way to reduce power consumption is to design energy-efficient communication protocols using power grid energy only, such as BSs sleeping [2]. These methods are effective when there is low traffic in the network because the most intuitive idea is to switch off some BSs during the off-peak hours. However, if the traffic is intense, few BSs can be switched off and these sleeping based algorithms may not be effective. Recently, with the development of energy harvesting technologies, it is feasible for BSs to be powered by green energy, such as solar energy and wind energy. For instance, Ericsson has developed a wind-powered tower for wireless BSs [3]. The renewable energy provides a promising option to save the power grid energy and reduce CO$_2$ emissions. In the energy harvesting systems, BSs can harvest energy freely from random energy sources. However, because of the dynamic energy arrival process, it is often very difficult to guarantee sufficient power supplies for BSs by only using harvested energy. Hence, we envision that future BSs are co-powered by both the power grid energy and the harvested energy. The BSs can use harvested energy stored in the battery or the power grid energy or both of them. In addition, the variation of the harvested energy both in the time domain and the space domain leads to new challenges in such co-powered BSs. Specifically, the Multi-Input Multi-Output (MIMO) antenna system has been widely used in modern BSs, but how to utilize the harvested energy efficiently in it is still an open issue. A desirable algorithm is to minimize the power grid energy while guaranteeing users’ quality of service (QoS), which is defined as transmitting a certain number of bits before a given deadline.

As mentioned above, the variation of harvested energy both in the time domain and the space domain leads to challenging issues. In addition, the MIMO technology has drawn much academic attention and become an emerging technology. It not only brings capacity gain but also reduces the power consumption dramatically [21], thus is a key technology in modern BSs. As a result, it is desirable to consider how to allocate power with MIMO systems in BSs powered by power grid and harvested energy. And in this paper, we optimize the energy utilization in such systems by minimizing the power grid energy consumption while guaranteeing that all the bits can be transmitted before a given deadline. We begin with discussing the throughput maximization problem in the energy harvesting and power grid coexisting MIMO system under the offline condition with non-causal full information. Based on this, we propose the optimal offline grid power minimization policy by utilizing its equivalence to the throughput maximization problem. And for the online condition with causal information, the optimal policy can be achieved by MDP. For the purpose of practical application with reduced complexity, we also propose some near-optimal online solutions based on the insights from the offline solution. The main contributions are presented as follows.

- For the offline throughput maximization problem, we show that it is a convex optimization problem and the global optimal solution can be achieved. Considering the energy causality and the limited battery capacity, we propose the two-stage spatial-temporal water-filling...
solution to find the optimal power allocation. Specifically, we allocate the harvested energy in the first stage and then the power grid energy in the second stage. As for the harvested energy allocation in the first stage, it is allocated first in the spatial domain by the traditional water-filling and then adjusted in the temporal domain by the directional water-filling. Note that these two domains are not completely separated because when we adjust the temporal water level, we must re-consider the energy and channel condition for each antenna to keep different antennas in the same slot maintain the same water level.

- For the power grid energy minimization problem under the non-causal full information condition, it can also be solved by convex optimization. However in this paper, we solve this minimization problem by showing it to be a dual problem of the throughput maximization problem. This comes from the reason that the throughput maximization problem has a clearer architecture and is easier to be implemented. In addition, for the power grid energy minimization problem under the online condition with causal information, we give the optimal solution by using MDP [22].

- We propose two near-optimal online solutions with reduced complexity based on the insights from the offline solution for practical applications. The optimal offline solution structure tells us that the energy level tries to be constant but needs some adjustment due to the energy causality. Hence, the constant water level algorithm and the bit-aware water level algorithm are proposed. We evaluate them by numerical results, showing the bit-aware water level performs better and is close to the optimal MDP solution.

The rest of the paper is organized as follows. Related work on the energy harvesting issues is discussed in Section II. Section III presents the model of the energy harvesting and power grid coexisting MIMO system. The offline throughput maximization problem is studied in Section IV, where the optimal two-stage spatial temporal water filling algorithm is proposed and illustrated by some examples. Then the power grid energy minimization problem is analyzed in Section V and we present how to solve it by using its dual property of the throughput maximization. In Section VI, we consider the online policies. The optimal online solution can be achieved by MDP and two near-optimal polices with reduced complexity are given based on the optimal offline structure. Numerical results are presented in Section VII to verify the performance of the proposed algorithms. And finally, Section VIII concludes all this work. For the ease of presence, we give the key notations in Table I.

II. RELATED WORK

In the literature, there have been a lot of researches on energy harvesting issues and the power allocation is one of the hottest topics. For the online case with causal information where only the current and past energy and channel conditions can be known, power allocation policies with energy harvesting transmitter are studied in [7] - [9]. The cross-layer resource management for wireless networks operating with rechargeable batteries under general arrival was studied in [7] and the authors designed decoupled admission control and power allocation decisions using Lyapunov optimization to achieve asymptotic optimality. Ref. [8] identified throughput optimal and mean delay optimal energy management policies and showed a greedy policy to be optimal in low SNR regime. And a throughput maximization algorithm in point-to-point communications with causal information was proposed in [9] using Markov Decision Process (MDP). Although these causal information based policies are proposed, the properties of the optimal solution can not be directly obtained. Recently, some research efforts have been put on studying the structure of the optimal power allocation under the offline condition with non-causal full information where all the future energy conditions can be known before transmission [10] - [13]. In [10], the authors presented the optimal transmission policy to maximize the short-term throughput with finite battery capacity and found the relation between the throughput maximization problem and the completion time minimization problem. Refs. [11] - [13] considered using directional water-filling power allocation algorithm in different channel models including the Gaussian fading channel [11], the broadcast channel [12] and the multiple access channel [13] to maximize the throughput in finite time horizon. Besides, there are some other papers on the offline power allocation to optimize the energy efficiency. In [14], the authors devised a lazy algorithm that varied transmission times according to backlog and showed it to be more energy efficient than a deterministic schedule. Ref. [15] investigated the properties of the optimal offline scheduling for packets and showed that when packet inter-arrival times were identically and independently distributed (i.i.d.), the resulting optimal transmission durations of packets exhibited a symmetry property. Ref. [16] studied the strict QoS constraints, such as individual packet deadlines, finite buffer and so on, and proposed a general calculus approach. But still, these offline solutions mainly focus on the single antenna scenario.

There are also some papers considering the hybrid energy supplies scenario. In [17], the authors proposed a two-timescale delay-optimal base station discontinuous transmission control and user scheduling for energy harvesting downlink coordinated MIMO networks. But different from what we will talk in this paper, the authors in this paper focused on the delay-aware problem in the energy harvesting MIMO system and characterized the sufficient conditions for stable data queues. In [18] of the green energy utility optimization problem, the authors decomposed it into the multi-stage energy allocation problem and the multi-BSs energy balancing problem to get the optimal policy. Furthermore, recently we have also analyzed the optimal power allocation for energy harvesting and power grid coexisting wireless communication systems and proposed the reverse multi-stage water filling (WF) algorithm for random data arrivals [19].

III. SYSTEM MODEL

We consider a single wireless MIMO link as shown in Fig. 1, where the transmitter and the receiver are equipped with $n_t$
and $n_r$ antennas respectively. The transmitter is powered by both harvested energy and power grid energy. The harvested energy is stored in a battery whose capacity is $E_{\text{max}}$ and power grid is used if the harvested energy is insufficient. We assume that both the harvested energy and power grid energy are used only for transmission, which means that the processing energy is ignored. Note that there is only one battery in our system, which is used to store the harvested energy only. While for the grid power, it can be used directly from the grid power. And in fact, the real energy harvesting base stations have traditional power grid interface [20]. We assume that the battery is used to store the harvested energy only, while the grid power is directly drawn from the grid when necessary.

In other words, we consider the hardware limitation from two parts. For the power grid energy, the limitation is the average energy consumption. While for the harvested energy, the limitation lies on the finite battery capacity, which limits the the maximum available harvested energy.

We consider a time-slotted system with slot length $T_f$ and study the power allocation problem in finite $N$ slots. In each slot, the channel keeps constant, which means the block fading model is used. The received signal $Y_i \in \mathbb{C}^{n_r \times 1}$ in slot $i \in \{1, \ldots, N\}$ is given by

$$Y_i = H_i X_i + n_i,$$

where $H_i \in \mathbb{C}^{n_r \times n_t}$ is the channel state matrix, $X_i \in \mathbb{C}^{n_t \times 1}$ is the transmitted signal vector and $n_i$ is additive white Gaussian noise with zero mean and unit variance. Then the instantaneous rate $r_i$ in bits per channel use is [23]

$$r_i = \frac{1}{2} \log \det [I_{n_r} + H_i Q_i H_i^H],$$

where $Q_i$ is the covariance of transmitted signal vector, i.e.,

$$Q_i = X_i X_i^H.$$

The power allocated to antenna $j \in 1, \ldots, n_t$ is denoted as $p_i(j)$, which is the $j$th diagonal element of $Q_i$. Then, we know that the total transmission power denoted as $p_i$ is the trace of matrix $Q_i$, i.e.,

$$p_i = \text{tr} [X_i X_i^H].$$

In each slot, the total power $p_i$ consists of the harvested power part, denoted as $p_{H,i}$, and the grid power part, denoted as $p_{G,i} = p_i - p_{H,i}$. And the harvested energy $\{E_0, E_1, \ldots, E_{N-1}\}$ arrives at the beginning of each slot.

There are two constraints on the harvested energy $p_{H,i}$ because of the energy causality and the finite battery capacity. For the energy causality, the harvested energy can not be consumed before its arrival, which can be expressed as

$$\sum_{i=1}^{N} T_f p_{H,i} \leq \sum_{i=0}^{k-1} E_i, k = 1, 2, \ldots, N.$$

The second constraint is the finite battery capacity. We want to make sure that the reserved energy plus the harvested energy can not exceed the battery capacity. Because the data rate can be increased if the energy is used in advance instead of overflowed. So,

$$\sum_{i=0}^{k} E_i - \sum_{i=1}^{k} T_f p_{H,i} \leq E_{\text{max}}, k = 1, 2, \ldots, N - 1.$$

On the other hand, the power grid energy can be used freely on the condition that the average power over all the $N$ slots is no larger than the threshold, denoted as $P_{G,\text{ave}}$. Our objective is to minimize the energy consumed by the power grid, which can be expressed as

$$\min \sum_{i=1}^{N} T_f (p_i - p_{H,i}).$$

Here we give a clear concept about the offline condition with non-causal full information and the online condition with causal full information using the mathematic notations introduced above. We call it the offline condition where all the channel matrices $H_i$ ($i = 1, \ldots, N$) and all the harvested energy arrivals $E_i$ ($i = 1, \ldots, N$) can be known before the first slot. And if in slot $j$, only the current and past channel matrices $H_i$ ($i = 1, \ldots, j$) and harvested arrivals $E_i$ ($i = 1, \ldots, j$) can be known, we call it the online condition. First we analyze the offline problem because it is easy to see its optimal solution structure and can help to give some

<table>
<thead>
<tr>
<th>Notations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{C}$</td>
<td>Set of complex numbers</td>
</tr>
<tr>
<td>$\text{tr}(A)$</td>
<td>Trace of matrix $A$</td>
</tr>
<tr>
<td>$A^H$</td>
<td>Conjugate transpose matrix of $A$</td>
</tr>
<tr>
<td>$n_t$</td>
<td>Number of transmit antennas</td>
</tr>
<tr>
<td>$n_r$</td>
<td>Number of receive antennas</td>
</tr>
<tr>
<td>$X_i$</td>
<td>Transmitted signal vector in slot $i$</td>
</tr>
<tr>
<td>$Y_i$</td>
<td>Received signal vector in slot $i$</td>
</tr>
<tr>
<td>$H_i$</td>
<td>Channel fading matrix in slot $i$</td>
</tr>
<tr>
<td>$Q_i$</td>
<td>The auto-covariance of $X(i)$</td>
</tr>
<tr>
<td>$P_{G,i}, p_{H,i}$</td>
<td>Power grid energy, harvested energy used in slot $i$</td>
</tr>
<tr>
<td>$E_i$</td>
<td>Harvested energy in time slot $i$</td>
</tr>
<tr>
<td>$e_i$</td>
<td>remaining battery energy before slot $i$</td>
</tr>
<tr>
<td>$\chi(j)$</td>
<td>The $m$th singular value of $H_i$</td>
</tr>
<tr>
<td>$U$</td>
<td>Eigenmatrix of $H^H H$</td>
</tr>
</tbody>
</table>

Table I Notations in the Paper

Fig. 1. The hybrid energy harvesting and power grid MIMO system model.
interesting insights. As mentioned before, we first solve the throughput maximization problem instead of solving the power grid energy minimization problem directly.

IV. OFFLINE THROUGHPUT MAXIMIZATION

In this section, we consider the greedy data source, which means that the data is always available at the transmitter. The objective is to maximize the throughput in the fading channel, which means that given the energy harvesting process and the average power grid energy constraint, we want to transmit as many bits as possible in the finite $N$ slots. We study the offline problem to find out the structure of the optimal policy.

Technically speaking, for the throughput maximization problem, the power grid and energy harvesting coexisting MIMO system is a special case of the MIMO system with energy harvesting powered only. Because the total power grid energy can be viewed as the initial battery energy, i.e., $E_0 = NT_fP_{G,ave}$. But as mentioned before, our ultimate goal is to design the optimal scheduling to minimize the power grid energy consumption. So we still need to consider this coexisting scenario to know the required average power grid energy in future analysis.

A. Problem Formulation

Under the offline condition, the transmitter knows all the future system states, i.e., the energy arrivals and the channel states. Our goal is to maximize the number of bits transmitted in the $N$ time slots subject to the energy causality, the battery capacity and the grid power constraints. The problem is written as

Problem A:

$$\begin{align*}
\text{max} & \quad \sum_{i=1}^{N} \frac{T_f}{2} \log \left( \det \left( I + \mathbf{H}_i \mathbf{Q}_i \mathbf{H}_i^H \right) \right), \\
\text{s.t.} & \quad (5) \text{ and } (6), \\
& \quad p_{H,k} \leq p_k, \forall k, \\
& \quad p_{H,k} \geq 0, \forall k, \\
& \quad \frac{1}{N} \sum_{i=1}^{N} p_{G,i} = \frac{1}{N} \sum_{i=1}^{N} (p_i - p_{H,i}) \leq P_{G,ave}, \quad (11)
\end{align*}$$

where the constraints (9) and (10) guarantee that the harvested energy and grid power are both non-negative and constraint (11) implies the limited average grid power. Note that the constraint (5) with $K = N$ and (11) must be satisfied with equality for optimization. Otherwise, we can always get higher throughput by increasing the power $P_{H,N}$ without conflicting any constraint. For the offline condition, note that the unknown parameters in the Problem A are only $p_i, p_{H,i} (i = 1, \ldots, N)$. Thus this problem is a deterministic optimization problem.

Using the determinant identity that $\det (I + \mathbf{A}) = \det (I + \mathbf{B} \mathbf{A})$, the objective function can be rewritten as

$$\log \det \left( I + \mathbf{H} \mathbf{Q} \mathbf{H}^H \right) = \log \det \left( I + \mathbf{Q} \mathbf{H}^H \mathbf{H} \right). \quad (12)$$

Since $\mathbf{H}^H \mathbf{H}$ is Hermitian, it can be diagonalized as $\mathbf{H}^H \mathbf{H} = \mathbf{U}^H \mathbf{A} \mathbf{U}$ with unitary $\mathbf{U}$ and non-negative diagonal matrix $\mathbf{A} = \text{diag}(\lambda_1, \ldots, \lambda_M, 0, \ldots, 0)$, where $M = \min(n_t, n_r)$.

As a result, the problem A can be reformulated as Problem B:

Problem B:

$$\begin{align*}
\max_{\mathbf{Q}_i \in \Omega} & \quad \sum_{i=1}^{N} \frac{T_f}{2} \log \left\{ \det \left[ I + \mathbf{A}_i^\frac{1}{2} \mathbf{Q}_i \mathbf{A}_i^\frac{1}{2} \right] \right\}, \\
\text{s.t.} & \quad (5) \text{ and } (6), \\
& \quad p_{H,k} \leq p_k, \forall k, \\
& \quad p_{H,k} \geq 0, \forall k, \\
& \quad \frac{1}{N} \sum_{i=1}^{N} \left[ \text{tr} (\mathbf{Q}_i) - p_{H,i} \right] \leq P_{G,ave}, \\
& \quad \hat{p}_i(j) \geq 0, \forall i \leq N, \forall j \leq n_t,
\end{align*}$$

where $\mathbf{U}_i$ is the eigenmatrix of $\mathbf{H}_i^H \mathbf{H}_i$, i.e., $\mathbf{H}_i^H \mathbf{H}_i = \mathbf{U}_i^H \mathbf{A}_i \mathbf{U}_i$, and $\mathbf{Q}_i = \mathbf{U}_i \mathbf{Q}_i \mathbf{U}_i^H$ whose $j$th diagonal element is denoted as $\tilde{p}_i(j)$. Besides, $\Omega$ is the set of all the Hermitian matrices and $\mathbf{A}_i = \text{diag}(\lambda_1^{(i)}, \ldots, \lambda_M^{(i)}, 0, \ldots, 0)$.

B. Optimal Offline Policy

First we notice that optimization problem is a convex optimization problem, which can be proved by showing the objective function (13) to be concave and constraints linear. The detailed proof is similar to our previous work in [24] and is omitted here. Consequently, we can use convex optimization to solve it and the optimal solution satisfies the KKT conditions [25].

We define the Lagrangian function for any multipliers $\omega_k \geq 0, \mu_k \geq 0, \alpha_k \geq 0, \beta \geq 0, \gamma_{ij} \geq 0$ and $\eta \geq 0$ as

$$L = \sum_{i=1}^{N} \frac{T_f}{2} \log \left[ \det \left( I + \mathbf{A}_i^\frac{1}{2} \mathbf{Q}_i \mathbf{A}_i^\frac{1}{2} \right) \right] - \sum_{k=1}^{N} \omega_k \left( \sum_{i=1}^{k} T_f p_{H,i} - \sum_{i=0}^{k-1} E_i \right) - \sum_{k=1}^{N} \mu_k \left( E_k - \sum_{i=1}^{k} T_f p_{H,i} - E_{\max} \right) - \sum_{k=1}^{N} \alpha_k \left( p_{H,k} - \text{tr} (\mathbf{Q}_k) \right) + \sum_{k=1}^{N} \frac{1}{2} \beta_{k} p_{H,k}$$

$$- \eta \left( \frac{1}{N} \sum_{i=1}^{n_t} \text{tr} (\mathbf{Q}_i) - p_{H,i} \right) - P_{G,ave}$$

$$+ \sum_{i=1}^{N} \sum_{j=1}^{n_t} \gamma_{ij} \tilde{p}_i(j). \quad (18)$$

Additional complementary slackness conditions are as fol-
Then we apply the KKT optimality conditions to the Lagrangian function (18). By using the fact that [26]
\[
d\left\{\log \det \left[ I + \Lambda^{\frac{1}{2}} \mathbf{Q} \Lambda^{\frac{1}{2}} \right] \right\} = \text{tr} \left[ \Lambda^{\frac{1}{2}} \mathbf{\Psi}^{-1} \Lambda^{\frac{1}{2}} d \mathbf{Q} \right],
\]
(25)
where \( \mathbf{\Psi} = I + \Lambda^{\frac{1}{2}} \mathbf{Q} \Lambda^{\frac{1}{2}} \), and setting \( \partial \mathcal{L} / \partial \mathbf{Q}_i = \partial \mathcal{L} / \partial p_{H,i} = 0 \), we get the optimal power allocation as
\[
\tilde{p}_i^*(j) = \left[ \frac{1}{\eta/N - \alpha_i} - \frac{1}{\lambda_i^{(j)}} \right]^+,
\]
(26)
or
\[
\tilde{p}_i^*(j) = \left[ \frac{1}{\sum_{k=1}^{N} (\omega_k - \mu_k) - \beta_i} - \frac{1}{\lambda_i^{(j)}} \right]^+.
\]
(27)
\( \{ \lambda_i^{(j)}, j = 1, \ldots, M \} \) are the singular values of the channel matrix \( \mathbf{H}_i \) as shown before and \( [x]^+ = \max \{x, 0\} \).

In addition, when solving this optimization problem, we find that \( \mathbf{Q}_i \) must be diagonal for the first \( M \) columns with the diagonal element to be \( \{ \tilde{p}_i^*(j) \}, j \leq M \), which means,
\[
\mathbf{Q}_i = \text{diag} \left( \tilde{p}_i^*(1), \ldots, \tilde{p}_i^*(M), 0, \ldots, 0 \right).
\]
(28)

Based on expressions (26) and (27), we have following observations.

1) Different parallel channels in the same slot have the same water level. First, we fix the time dimension to see power allocation for parallel channels. On the right hand of Eqs. (26) and (27), the first part has no relation with the spatial item index, i.e., \( j \). So the water level,
\[
\nu = 1/(\eta - \alpha_i) = 1/\left( \sum_{k=1}^{N} (\omega_k - \mu_k) - \beta_i \right),
\]
(29)
is constant for different antennas in the same time slot. The only difference lies on the second part, i.e., \( 1/(\lambda_i^{(j)}) \), which is the singular value of the channel matrix. From this observation, we can see this optimal power allocation is the same as the traditional MIMO power allocation with power grid supply. Thus, the traditional water-filling [27] can be used to determine power allocation for different antennas in the same time slot.

2) While for the optimal power allocation in different slots, we consider it from two different kinds of conditions, where the power grid energy is non-zero or zero respectively.

2.a) The slots with non-zero grid power allocation achieve the same water level. If the power grid energy is non-zero, i.e., \( p_{G,i}^* > 0 \), the complementary slackness condition (21) we know that \( \alpha_i = 0 \). Hence, the optimal allocation tries to achieve the constant water level \( \nu = 1/\eta \), and the power is provided either by energy harvesting and power grid, or by power grid only \( (p_{H,i}^* = 0) \), which is
\[
\tilde{p}_i^*(j) = \left[ \nu - \frac{1}{\lambda_i^{(j)}} \right]^+.
\]
(30)
Note that although the optimal power allocation depending on the constant water level is unique, there are more than one solution for \( p_{H,i}^* \) and \( p_{G,i}^* \) on condition that the constraints (5) and (6) are satisfied. This observation tells us that, no matter which slot and which antenna, if there is power grid energy allocated, the water level must be the same. This comes from the reason that the water level \( \nu = 1/\eta \) is independent from both the spatial item \( j \) and the temporal item \( i \).

2.b) The optimal power allocation for slots with zero grid power can be achieved by the directional water-filling scheme. If the optimal power is supplied only by the harvested energy, i.e., \( p_i^* = p_{H,i}^* \), the Lagrangian multiplier \( \alpha_i \) can be any non-negative value. Based on Eq. (27), the optimal water level is determined as
\[
\nu_i = \frac{1}{\sum_{k=1}^{N} (\omega_k - \mu_k)},
\]
(31)
followed by the optimal power allocation to be
\[
\tilde{p}_i^*(j) = \left[ \nu_i - \frac{1}{\lambda_i^{(j)}} \right]^+.
\]
(32)
This result is exactly the optimal power allocation observed in our previous work [24]. Note that here we consider the power allocation for different slots and \( \nu_i \) is the water level for slot \( i \). We pick up the core idea called directional water-filling in the single antenna scenario [11]. There is a right permeable tap between two adjacent slots, which allows energy flow from left to right only. This comes from the reason that the harvested energy is causal. Further, the transferred energy can not be larger than \( E_{\text{max}} \) minus the harvested energy in the next slot due to the limited battery capacity.

Based on this, for the harvested energy powered only scenario, we present the main idea of our Spatial-Temporal Water-Filling (ST-WF) policy. First, we use up all the energy harvested in each slot by traditional water-filling for different antennas to get an initial water level. Then, we compare the initial levels between two adjacent time slots, e.g., slot \( j \) and slot \( j + 1 \). If the water level in slot \( j \) is higher than slot \( j + 1 \), energy can flow from the previous slot to the latter one to achieve a constant water level. But the energy can not flow in the opposite direction because of the energy causality. In addition, the energy can not flow too much to make the latter slot overflow. In the duration of energy flows, the water
level for different antennas in the same slot must stay the same. There is an important note that the new water level in each is not equal to its initial level plus the inflow water level minus the outflow water levels. This comes from the reason that different antennas in the same slot may have different kinds of fading levels, leading to unequal energy allocation when harvested energy inflows. In other words, the initial water level helps to decide whether there is energy to flow but cannot directly decide the accurate optimal level. And that is the reason why the spatial domain and the temporal domain are not completely separate.

Having the above observations, we propose a simple optimal offline power allocation policy, namely two-stage spatial-temporal water-filling (two-stage ST-WF). Specifically, we divide the power allocation into two stages. In the first stage, the system allocates the harvested energy using spatial-temporal water-filling based on the original channel fading level. After allocating the harvested energy, we freeze the new water level, which becomes the new harvested water level for the second stage. And in the second stage, the traditional water-filling is performed to allocate the power grid energy on the frozen harvested water level. Then, the optimal power allocation can be obtained.

Actually, the harvested energy powered only scenario and the power grid only scenario are both special cases for the hybrid energy powered scenario. And the proposed two-stage spatial-temporal water-filling algorithm can be easily implemented for these two special cases. Specifically, as mentioned above the spatial temporal water-filling scheme is suitable for the harvested energy only scenario. And for the power grid only scenario, the first stage of using spatial-temporal water-filling actually allocates zero harvested energy and the optimal power allocation is using conventional water-filling to allocate the power grid energy.
For better understanding of the proposed two-stage spatial-temporal water-filling algorithm, examples are shown in Fig. 2 to give an intuitive explanation. We illustrate a total of 2 time slots. Both the transmitter and the receiver are equipped with 4 antennas. The fading level for the first three examples in each time slot and each channel is shown in Fig. 2(a), which is a three-dimension figure presenting both spatial and temporal fading. And the fading level for the forth example is shown in Fig. 2(j).

The first case is that the initial water level, which is set by using traditional water-filling (WF) for different antennas in the same slot, in the first slot is lower than that in the second slot, as shown in Fig. 2(b). Because of the energy causality, the optimal water level is the same as Fig. 2(b) after the ST-WF operation in the first stage since the water in the first slot can not flow to the second one. And then, traditional WF is used to allocate the power grid energy based on the frozen harvested water level to get the final optimal power condition in Fig. 2(c).

The second condition is a little higher initial water level in the first slot than the second one as Fig. 2(d). So the harvested energy can flow to the second slot to achieve a constant level as shown in Fig 2(e) and the harvested energy is frozen. Then also, after traditional WF for the power grid energy in the second stage, the optimal water level for these two kinds of power supplies is obtained as Fig. 2(f).

For the third example, we give the third example in Fig. 2(g)-2(i). In the first slot, there is much higher initial water level. As mentioned before, the harvested energy in the first slot can flow to the second one. But because of the battery capacity constraint, we can not allocate so much harvested energy to make the water levels the same. Thus, there is still a distance for the after the first stage as Fig 2(h) and Fig. 2(i) shows the final optimal water level after the second stage to allocate the power grid energy.

Besides, we want to address that the final optimal water level is affected by the system parameters, such as energy arrivals and channel fading levels. In addition, the optimal water-level is not always the same for all time-slots and all parallel channels. We give the last example in Fig. 2(j)-2(l). The channel fading level in the second slot is higher than the first slot as Fig. 2(j). From Fig. 2(k), we can see that after the harvested energy allocation in the first stage, there is much higher water level in the second time slot. And the grid power is allocated only in the first slot and is not enough to make the optimal water levels the same as Fig. 2(l).

Note that the proposed two-stage ST-WF is just one of the optimal power allocation polices. For all the optimal allocation polices, they define the same unique optimal water level and the differences are the constitute of harvested energy and power grid energy for the total water level. For instance, if one optimal power for slot 1 and slot 2 is \( p_1 = p_2 = 2, p_{H,1} = p_{H,2} = 1 \), then the power allocation of \( p_1 = p_2 = 2, p_{H,1} = 0.5, p_{H,2} = 1.5 \) is also optimal. In summary, the two-stage ST-WF gives the unique optimal total power allocation for each slot, but the proportion between the harvested energy and the power grid energy can be different.

The two-stage ST-WF algorithm are elucidated in the appendix as Algorithm 1.

V. Offline Power Grid Energy Minimization

Now in this section, let us return to our original problem. We consider how to minimize the power grid energy based on the previous results. First we give a clear description about the power grid energy minimization problem. It is assumed that there are \( B \) bits to be transmitted within a given deadline, i.e., \( N \) slots, using both the harvested energy and the power grid energy. Our objective is to minimize the power grid energy consumption under the constraints of energy harvesting causality, the limited battery capacity and the non-negative power allocation. In this section, we also analyze this problem in the offline setting and the online problem will be left in the next section. Using the same notations as the previous sections, we give the mathematic expression about this grid power minimization problem as follows,

\[
\begin{align*}
\min & \quad \sum_{i=1}^{N} T_i (p_i - p_{H,i}), \\
\text{s.t.} & \quad (5), (6), (9), \text{and} \ (10), \\
& \quad \sum_{i=1}^{N} T_i \frac{1}{2} \log \left[ \det \left( I + H_i Q_i H_i^H \right) \right] = B.
\end{align*}
\]

Actually, this problem can also be solved using Lagrangian function. But here, we use another way by showing that it is the dual problem of the throughput maximization problem to have a better understanding of the optimal structure.

**Lemma 1.** Given the average grid power, the maximum transmitted bits \( B_{\text{max}} = f(P_{G,\text{ave}}) \) is a monotonic increasing function of \( P_{G,\text{ave}} \geq 0 \).

Intuitively, if the average grid power increases, we can first use the original grid power to transmit the same amount of bits and then use extra power to send more. Thus, the total number of transmitted bits must be more.

**Proof:** We set \( P_{G,\text{ave},1} < P_{G,\text{ave},2} \) and the maximum transmitted bits \( B_{\text{max},1} \) and \( B_{\text{max},2} \) respectively. Based on the previous section, we know that

\[
B_{\text{max},k} = \sum_{i=1}^{N} \frac{T_i}{2} \log \left[ \det \left( I + H_i Q_i H_i^H \right) \right]
\]

\[
= \sum_{i=1}^{N} \frac{T_i}{2} \log \left[ \det \left( I + A_{i,k} Q_i A_{i,k}^H \right) \right]
\]

\[
= \sum_{i=1}^{N} \frac{T_i}{2} \log \left( \prod_{j=1}^{M} \left[ 1 + \lambda_{i,k}^j p_i^j k^j \right] \right)
\]

\[
= \sum_{i=1}^{N} \frac{T_i}{2} \sum_{j=1}^{M} \log \left( \left[ 1 + \lambda_{i,k}^j p_i^j k^j \right] \right)
\]

\[
\Delta \quad C (\hat{p}_{i,k}^j, 1 \leq i \leq N, 1 \leq j \leq M) \quad (35)
\]

Then, because of the monotonicity of the \( \log \) function and
the optimal allocation of $B_{\text{max,2}}$, we have

$$B_{\text{max,1}} = C \left( \hat{p}_{i1}^*(j), 1 \leq i \leq N, 1 \leq j \leq M \right)$$

$$< C(\hat{p}_{i1}^*(j), 1 \leq i \leq N - 1, 1 \leq j \leq M, \hat{p}_{N1}^*(j), 1 \leq j \leq M - 1, \hat{p}_{N1}^*(M) + N (P_{G,\text{ave,2}} - P_{G,\text{ave,1}}))$$

$$\leq C \left( \hat{p}_{i2}^*(j), 1 \leq i \leq N, 1 \leq j \leq M \right)$$

In addition, it is clear that $B_{\text{max}} = f(P_{G,\text{ave}})$ is continuous because of the continuity of $\log$ function.

Note that $B_0 = f(0) > 0$, which means that when there is no power grid energy, we can still transmit some bits as long as the harvested energy is non-zero for all slots. And $B_0$ is related with the energy harvesting process.

Based on the Lemma 1, the following proposition about power grid energy minimization is obtained.

**Proposition 1.** Given the number of bits $B$ to be transmitted using the hybrid energy harvesting and power grid supplies, and given the harvested energy arrivals, which means the offline condition, the minimum required power grid energy can be shown as,

$$P_{G,\text{min}} = \begin{cases} f^{-1}(B), & B > B_0 \\ 0, & B \leq B_0 \end{cases}$$

(37)

where $B_0$ is the maximum bits that can be transmitted by the harvested energy only.

Note that here we consider the offline condition and $B_0$ is fixed given the harvested energy arrivals.

**Proof:** First if $B$ is less than $B_0$, it is clear that $P_{G,\text{min}} = 0$.

Otherwise if the total waiting bits are larger than $B_0$, we set $B = f(P)$. Based on Lemma 1, we first know that the inverse function of $f$ exists, which is denoted as $f^{-1}$. If $P_{G,\text{min}} > P$, we have $B = f(P_{G,\text{min}}) > f(P) = B$, which means we can get higher throughput using $P_{G,\text{min}}$ grid power. And this contradicts our assumption. The same contradiction holds for $P_{G,\text{min}} < P$. Thus, we have $P = P_{G,\text{min}}$, in other words, $B = f(P_{G,\text{min}})$. Then we operate $f^{-1}$ on both sides of the equation to get $f^{-1} \left[ f(P_{G,\text{min}}) \right] = P_{G,\text{min}} = f^{-1}(B)$, which is the conclusion as elucidated in the first part of Eq. (37).}

Proposition 1 tells us that when the number of bits to be transferred is less than or equal to $B_0$, the minimum grid power consumption is zero. Otherwise, we can first get the function $B = f(P)$ by using the proposed two-stage ST-WF and then find the corresponding point on the curve to known the minimum grid power. As for finding the optimal power allocation, We give the detailed steps as Algorithm 2 in the appendix. We first use the ST-WF algorithm by setting $P_{G,\text{ave}} = 0$ to get the optimal harvested energy allocation, which is also the optimal power allocation if the desired bits are less than $B_0$. On the other hand, if the desired bits are larger than $B_0$, we operate the orthodox WF to find the optimal power grid energy needed to cover the extra bits, which is step 6 in our algorithm.

**VI. ONLINE POWER GRID ENERGY MINIMIZATION**

Until now, we still focus on the problem based on the offline condition with non-causal full information and get some interesting results. In this section, we will study the online power allocation scheduling under the online condition with causal information. We only have the knowledge of the current and past channel fading information and energy arrivals. Remember that our goal is to minimize the power grid energy consumption while transmitting a total of $B$ bits in $N$ time slots.

**A. Optimal Online Solution**

Here, we assume that both the energy arrival and the channel fading take independent values in different slots with probability density $f(E)$ and $f(\gamma)$ correspondingly. We model the system state slot $i$ as the remaining battery energy $e_i$ at the beginning of slot $i$ and the already transmitted number of bits $b_i$, which has the Markov property. Hence the the optimal online solution can be achieved by the MDP algorithm [22]. Besides the system state, the MDP algorithm requires another two key components, i.e., the action and the cost function. In our problem, the action is defined as the number of bits $\Delta b_i$ to be transmitted and the grid power $p_{G,i}$ in the current slot. Note that the total energy consumption $p_i$ can be determined by traditional water filling once $\Delta b_i$ and the channel states $\{\gamma^{(i)}\}$ are given. The per-stage function is the power grid energy consumption $p_{G,i}$. We impose an infinite cost if the transmitted bits are less than $B$ after the deadline. Then the cost-to-go function can be defined as

$$J_N(e_N, b_N) = \begin{cases} 0, & b_N \geq B, \\ +\infty, & b_N < B. \end{cases}$$

(38)

$$J_i(e_i, b_i) = \mathbb{E} \left\{ \min_{\Delta b_i, p_{G,i}} \left[ p_{G,i} + J_{i+1}(e_{i+1}, b_{i+1}) \right] \right\}$$

(39)

where $e_{i+1} = \max \left\{ e_i - \left( \lfloor p_i - p_{G,i} \rfloor \right)^+, E_i, E_{\text{max}} \right\}$, $b_{i+1} = b_i + \Delta b_i$, and $\mathbb{E}$ denotes the expectation for all possible channel states and energy arrivals.

Here the cost-to-go function $J_i(e_i, b_i)$ actually means the minimum expected grid power cost to finish the transmission from the $i$th slot to the $N$th slot given the battery level $e_i$ and the already transmitted bits $b_i$.

Since the total $B$ bits must be transmitted before the deadline, we give infinite grid power cost if the already transmitted bits $b_N$ in the $N$th slot is less than $B$, which means that this bits outage condition is prohibited. On the other hand, if the total $B$ bits have been transmitted, the grid power cost or the cost-to-go function in the $N$th slot is zero. That is reason why we choose the cost-to-go function in slot $N$ as eq. (38).

For the cost-to-go function in other slots except the last one, if the grid power cost $J_{i+1}(e_{i+1}, b_{i+1})$ in slot $i + 1$ is known, we can use eq. (39) to calculate that of slot $i$, which is the power grid cost $p_{G,i}$ in slot $i$ plus $J_{i+1}$. Here $\mathbb{E}$ in Eq. (38) means the expectation for all possible energy arrivals and channel conditions. We record the grid power cost $p_{G,i}$ and the transmitted bits $\Delta b_i$ in every slot to achieve the minimum expectation. Hence, from the slot $N$ to the first slot, the minimum grid power cost can be calculated recursively.

In addition for the MDP algorithm itself, the system parameters such as energy transmissions and transmitted bits are all
quantized so that the cost-to-go function between different system states can be calculated. And the quantization is also cause of the curse of dimensionality, which leads to high calculation complexity.

In summary, we can calculate the cost function recursively from the last slot to the very beginning slot. The transmitter records all these cost-to-go functions and corresponding $\Delta h_i$ and $p_{G,i}$ as a look-up table. When the look-up table for all the quantized bits and energy levels is built, we can find the right power in this table from the first slot to the last one according the system states. Specifically, in each slot, the transmitter can decide the optimal power allocation based on the look-up table by sensing the channel states $\{X_i\}$, the remaining battery energy $e_i$, the already transmitted bits $b_i$ and newly harvested energy $E_i$. The traditional water-filling is used to allocate energy to every antenna once the optimal power in a given slot is determined. In short, this MDP algorithm consists of two parts, namely building the look-up table from the last slot the first one and finding the right power allocation in the look-up table from the first slot to the end.

B. Online Near-Optimal Solutions

Though the MDP algorithm can get the optimal online result, its high complexity is also obvious due to the curse of dimensionality. Thus, in this section, we will propose some near-optimal algorithms based on the structure of the offline solution of Section III and Section IV. We assume that the MIMO channel follows independent fading probability density $f(\gamma)$.

1) Constant Water Level Algorithm. Recall that the optimal offline solution tries to achieve a constant water level. We can propose this constant water level algorithm, which is assumed that there is a constant water level $\gamma_0$ for all the slots except for the slot $N$. The fixed water level can be calculated by solving the following equation:

$$
\int_{\gamma_0}^{\infty} \frac{1}{2} \log \left( \frac{\gamma}{\gamma_0} \right) f(\gamma) d\gamma = \frac{B}{NT_f M},
$$

and the power allocation for each antenna in each slot is calculated as

$$
p_i^{\text{Const}}(j) = \left[ \frac{1}{\gamma_0} - \frac{1}{\lambda^{(j)}} \right]^+. \tag{41}
$$

Note that the water level $\gamma_0$ is not a pre-defined parameter but determined by solving eq. (40). Given the channel fading probability density $f(\gamma)$, total bits $B$, total number of slots $N$, the slot length $T_f$ and the number of parallel channels $M$, the unknown variable in eq. (40) is only $\gamma_0$. Hence we can use numerical method to solve eq. (40) to get the value of $\gamma_0$.

We given some explanations for eq. (40) in detail. In fact, both sides of eq. (40) denote the expected transmitted bits in every slot and every parallel channel. For eq. (40), the water level is given by $\frac{1}{\gamma_0}$. If the channel fading level is $\gamma$, the power allocated in this slot is $\left[ \frac{1}{\gamma_0} - \frac{1}{\lambda^{(j)}} \right]^+$ based on the water-filling scheme. According to Shannon Equation, $T_f \frac{1}{2} \log \left( \frac{\gamma}{\gamma_0} \right)$ bits are transmitted. Then the expected transmitted bits can be obtained by taking integral for all possible $\gamma \geq \gamma_0$ with distribution function $f(\gamma)$. While for the right side of eq. (40), $\frac{B}{NT_f M}$ also denotes the average bits transmitted for each slot. Hence we have eq. (40).

In case of battery overflow, the harvested energy is used with higher priority. In other words, if the remaining harvested energy is enough to support $\sum_{j=1}^{M} p_i^{\text{Const}}(j) T_f$, we will use the harvested energy only. Then the power allocation and the battery condition can be calculated as (42)-(45).

$$
p_i = \sum_{j=1}^{M} p_i^{\text{Const}}(j), \tag{42}
$$

$$
p_{G,i} = e_{i-1} + E_{i-1} - p_i, \tag{43}
$$

$$
e_i = \max \{0, p_{c,i}\}, \tag{44}
$$

$$
p_{G,i} = \max \{0, -p_{c,i}\}, \tag{45}
$$

where $e_i$ is the battery energy at the beginning of slot $i$.

2) Bits Aware Water Level Algorithm. Due to the variation of the channel gains, the constant water level may not be satisfying in the finite time transmission. So the second idea is adapting the water level in each slot based on the remaining bits to improve the performance. And the water level is decided by

$$
\int_{\gamma_{0,i}}^{\infty} \frac{1}{2} \log \left( \frac{\gamma}{\gamma_{0,i}} \right) f(\gamma) d\gamma = \frac{B_i}{(N - i + 1)T_f M}, \tag{46}
$$

where $B_i$ denotes the remaining bits to be transmitted in slot $i$. The total power allocation for antennas, the power grid energy and the battery energy is calculated similarly as Eqs. (42) - (45).

In addition, the parameter $\gamma_{0,i}$ is decided by solving eq. (46). And the explanation for why we choose eq. (46) is similar to the constant water level algorithm. The only difference is that the average transmitted bits is adjusted slot by slot for the right hand side of eq. (46).

Besides, the battery overflow protection is applied in both the constant water level algorithm and the bit-aware water level algorithm, which means that if $e_i + E_{\text{ave}} > E_{\text{max}}$, the energy of $e_i + E_{\text{ave}} - E_{\text{max}}$ must be used in the current slot. Here $E_{\text{ave}}$ denotes the average harvested energy for every slot. The complete procedure for these two algorithms is shown as Algorithm 3 in the appendix.

VII. NUMERICAL RESULTS

In this section, we test the performance of the proposed algorithms. We use the Rayleigh fading channel with the average channel gain to be 0dB and generate independent random matrices for each run. There are total 80 time slots and the MIMO system is equipped with 4 transmitting antennas and 4 receiving antennas. A total of 1000 monte carlo simulation runs are performed for different parameter setups. The harvested energy follows non-negative uniform distribution with mean $P_{H,\text{ave}} = E_{\text{ave}}/T_f = 20$dBm and is independent in different slots. And we set $T_f = 1$s. The initial battery level is set to be zero, which means there is no harvested energy at the beginning. While for $\gamma_0$ or $\gamma_{0,i}$, it is calculated by solving eq. (40) and eq. (46). For the values
of grid power, in the throughput maximization part, it is a variable in Fig. 3 as x-axis. In the grid power minimization part, the values of grid power is the objective function we want to minimize as y-axis in Figs. 4-6.

A. Throughput Maximization

First we exam the performance of the throughput maximization problem discussed in Section III. We compare the optimal two-stage ST-WF with two online heuristic algorithms, namely the battery-aware water level algorithm and the energy-aware water level algorithm. The idea for designing these two algorithms comes from the dual property of the throughput maximization problem and the power grid energy minimization problem. The difference is that the parameter to determine the water level is the given power supply instead of the number of packets as in the pervious section.

The battery-aware water level is calculated as

\[ \int_{\gamma_0}^{\infty} \left( \frac{1}{\gamma} - \frac{1}{\gamma_0} \right) f(\gamma) d\gamma = \frac{P_{H,\text{ave}} + P_{G,\text{ave}}}{M}. \]  

(47)

The energy-aware water level is decided by solving

\[ \int_{\gamma_{0,i}}^{\infty} \left( \frac{1}{\gamma} - \frac{1}{\gamma_i} \right) f(\gamma) d\gamma = \frac{(N - i) E_{\text{ave}} + e_i}{(N - i + 1) T_i M} + \frac{P_{G,\text{ave}}}{M}. \]  

(48)

In addition, to avoid the risk of battery overflow, the battery overflow protection is also used as mentioned before. Actually, these two algorithms are very similar with those in ref. [11], where their algorithms are designed for the SISO scenario with only energy harvesting powered. We extend them into the MIMO condition by using traditional water-filling to allocate power among different antennas in the same slot. In addition, there is an important note that our algorithms consider the battery overflow protection while ref. [11] did not. And we use these algorithms without overflow protection for comparation.

The average throughput versus the average power grid is shown in Fig. 3. It shows that the energy-aware water level algorithm outperforms the battery-aware one because the energy-aware algorithm is adaptive to the energy condition. In addition, both of them approach the offline optimal solution as the average grid power increases, which is reasonable because the effect of harvested energy will gradually decrease while the effect of the power grid energy is the same for all of them. Besides, since our algorithms consider the finite battery capacity constraint and protect the battery overflow, we can see that the corresponding algorithms perform better.

B. Power Grid Energy Minimization

This part gives the numerical result of the power grid energy minimization problem based on the discussion of Section IV and Section V. We evaluate the performances of the optimal offline solution, optimal online solution (MDP) and proposed near-optimal online algorithms.

Fig. 4 shows the average grid power consumption achieved versus number of bits per bandwidth. From the numerical results, we can see that the proposed bit-aware water level algorithm performs better than the constant water level algorithm and is close to the optimal online solution given by MDP. This is because that the bit-aware adapts to the system conditions and can better utilize the energy. In the low bits region, different algorithms achieve the similar performance since the power grid energy consumption will all turn to zero. Besides, the average grid power consumption grows exponentially with the total number of bits, which corresponds with the Shannon equation.

We then evaluate the numerical performance results of the algorithms under different battery capacities as shown in Fig. 5. The number of bits per bandwidth is 30 bits/Hz. With higher battery capacity, the average grid power consumption will decrease. Besides, the result shows that when the battery capacity is larger than a threshold, the power allocation...
becomes almost constant. This comes from the reason that the capacity constraint is easy to be satisfied and then has no influence on the final results. We define the relative battery capacity as $M_B = E_{\text{max}}/(P_{H,\text{ave}}T_f)$. We can see that when $M_B < 6$, the average grid power consumption decrease with higher battery capacity and when $M_B \geq 6$, the average grid power consumption will be constant. So, we can set the relative battery capacity to be 6 to achieve a satisfying performance for real application. Also, the bit-aware water level algorithm performs better than the constant water level algorithm, which is similar to Fig. 4.

The last performance is about the average grid power consumption versus the average harvested energy as shown in Fig. 6. The number of bits per bandwidth is also 30 bits/Hz. Again, the bit-aware water level algorithm is better. Note that the distance between the proposed the near-optimal algorithms and the optimal online algorithm increases when the average harvested energy is higher. This results from the fact that we use more harvested energy in the high average harvested energy region, which is harder to be predicted compared to the power grid energy. Another note is that the average grid power consumption decreases almost linear with the average harvested energy. Under the given parameters, one watt increase of the harvested energy per slot can decrease 0.4 watt average grid power consumption for the constant water level algorithm and the bit-aware water level algorithm, 0.5 watt for the MDP algorithm and 0.6 watt for the optimal offline policy.

Based on Figs. 4-6, we can see that the offline algorithm performs best since it has more information than the online policy. For online conditions, the MDP algorithm needs less grid power and performs better than the other two near-optimal online algorithms, which shows that the MDP algorithm is indeed the optimal online solution.

**VIII. CONCLUSION**

In this paper, we have analyzed the power grid energy minimization problem in the MIMO system with hybrid energy harvesting and power grid supplies. We first solve the throughput maximization problem and propose the optimal solution called two-stage spatial-temporal water-filling algorithm under the offline condition with finite battery capacity. We then solve the offline power grid energy minimization problem by using its dual property with the throughput maximization problem. For the online condition, we give the optimal policy by using MDP. In addition, motivated by the offline solution, online near-optimal algorithms with reduced complexity, namely the constant water level algorithm and the bit-aware water level algorithm, are also proposed and evaluated by numerical simulations. Numerical results show that the bit-aware water level algorithm outperforms the constant one and is close to the optimal MDP online results. Besides, the results tell us that the average grid power consumption decreases with battery capacity and turns to be constant if the battery capacity is larger than a threshold. And the trade-off between the average harvested energy and the average grid power consumption is almost linear from the numerical results.

**APPENDIX**

**APPENDIX A**

**OPTIMAL OFFLINE THROUGHPUT MAXIMIZATION ALGORITHM**

**Algorithm 1:** The Two-Stage Spatial-Temporal Water-Filling Algorithm

**Input:**
- Number of slots: $N$;
- Number of parallel channels: $M$;
- Singular values of $H$: $\{A_i^{(j)}; i = 1, \ldots, N; j = 1, \ldots, M\}$;
- Battery capacity $E_{\text{max}}$;
- Harvested energy for each slot $E_i \leq E_{\text{max}}$;
- Average power grid energy $P_{G,\text{ave}}$.

**Output:**
Optimal power allocation $\tilde{p}_i^*(j), \tilde{p}_{H,i}^*(j)$.

Maximum throughput $B_{\text{max}}$

for $i = 1 : N$ do

Find $v'_i$ so that

$$\sum_{j=1}^{M} T_f p_i(j) = E_i, p_i(j) = \left[ v'_i - \frac{1}{\lambda_i^{(j)}} \right]^+.$$ 

Find $v_{i,\text{max}}$ so that

$$\sum_{j=1}^{M} T_f p_i(j) = E_{\text{max}}, p_i(j) = \left[ v'_i - \frac{1}{\lambda_i^{(j)}} \right]^+.$$ 

end for

Set $\Phi = \emptyset$.

for $i = N - 1 : -1 : 1$ do

if $v'_i \leq v'_{i+1}$ then

Continue.

else

while There is $v'_k < v'_i$, $k > i$, $k \notin \Phi$ do

Find $k_{\text{max}} = \max \{k | v'_k < v'_i, k > i, k \notin \Phi\}$.

Set $\Gamma_i = \{ i < k \leq k_{\text{max}}, k \notin \Phi \}$.

Update $v'_i = v'_i$, $i \in \Gamma_i$ such that

$$\sum_{i \in \Gamma_i} \sum_{j=1}^{M} T_f p_i(j) = E_i - N_{k,i} E_{\text{max}}.$$ 

and

$$p_i(j) = \left[ v'_i - \frac{1}{\lambda_i^{(j)}} \right]^+,$$

where $N_{k,i} = k_{\text{max}} - i + 1 - |\Gamma_i|$ and $|\Gamma_i|$ is the number of elements in set $\Gamma_i$.

Find the set $\Theta$ where $v'_n > v'_{n,\text{max}}$, $n \in \Theta$.

Update $v'_n = v'_{n,\text{max}}$, where $n \in \Theta$.

Update $\Gamma_i = \Gamma_i - \Theta$ and $\Phi = \Phi \cup \Theta$.

end while

end if

end for

Find $v$ such that

$$\sum_{i=1}^{N} \sum_{j=1}^{M} p_{G,i}(j) = N P_{G,\text{ave}},$$

and

$$p_{G,i}(j) = \left[ v - \max \left[ \frac{1}{\lambda_i^{(j)}}, v'_i \right] \right].$$

return $\tilde{p}_{H,i}^*(j) = \left[ v'_i - \frac{1}{\lambda_i^{(j)}} \right]^+$ and $\tilde{p}_i^*(j) = \left[ v - \frac{1}{\lambda_i^{(j)}} \right]^+$.

return $B_{\text{max}} = \sum_{i=1}^{N} \frac{T_f}{2} \sum_{j=1}^{M} \log \left[ 1 + \lambda_i^{(j)} p_i^*(j) \right]$.

APPENDIX B

OPTIMAL OFFLINE POWER GRID ENERGY MINIMIZATION ALGORITHM

Algorithm 2: Offline Power Grid Energy Minimization

Input:

Number of slots: $N$; Number of parallel channels: $M$;

Singular values of $H_i$: $\{ \lambda_i^{(j)} | i = 1, \ldots, N, j = 1, \ldots, M \}$;

Battery capacity $E_{\text{max}}$;

Harvested energy for each slot $E_i \leq E_{\text{max}}$;

Total bits to be transferred $B$.

Output:

Optimal power allocation $\tilde{p}_i^*(j), \tilde{p}_{H,i}^*(j)$.

Minimum power grid energy consumption $p_{G,\text{min}}$

Set $P_{G,\text{ave}} = 0$.

Find the maximum throughput $B_0$ and optimal harvested energy allocation $p_{H,i}^*(j)$ by using Algorithm 1 when $P_{G,\text{ave}} = 0$.

if $B \leq B_0$ then

return $p_{G,\text{min}} = 0$ and $\tilde{p}_i^*(j) = \tilde{p}_{H,i}^*(j)$.

else

Find $v_G$ such that

$$\sum_{i=1}^{N} \frac{T_f}{2} \sum_{j=1}^{M} \log \left[ 1 + \lambda_i^{(j)} \left( \tilde{p}_{G,i}(j) + \tilde{p}_{H,i}^*(j) \right) \right] = B, \quad \text{and}$$

$$\tilde{p}_{G,i}^*(j) = \left[ v_G - \left( \frac{1}{\lambda_i^{(j)}} + \tilde{p}_{H,i}^*(j) \right) \right]^+,$$

return $p_{G,\text{min}} = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} \tilde{p}_{G,i}^*(j)$

and

$$\tilde{p}_i^*(j) = \tilde{p}_{G,i}^*(j) + \tilde{p}_{H,i}^*(j)$$

end if

APPENDIX C

ONLINE SUB-OPTIMAL POWER GRID ENERGY MINIMIZATION ALGORITHM

Algorithm 3: Online Power Grid Energy Minimization

Input:

Number of slots: $N$; Number of parallel channels: $M$;

Singular values of $H_i$: $\{ \lambda_i^{(j)} | i = 1, \ldots, N, j = 1, \ldots, M \}$;

Battery capacity $E_{\text{max}}$; Harvested energy per slot $E_{\text{ave}}$;

Harvested energy for each slot $E_i \leq E_{\text{max}}$;

Total bits to be transferred $B$.

Output:

Power allocation $\tilde{p}_i^*(j), \tilde{p}_{H,i}^*(j)$.

1: for $i = 1 : N$ do

2: Calculate the water level $\gamma_i$ using Eq. (40) or Eq. (46).

3: Set $p_S = \sum_{j=1}^{\gamma_i} \left[ \frac{1}{\gamma_i} - \frac{1}{\lambda_i^{(j)}} \right]$

4: if $p_S T_f \geq e_{i-1} + E_{i-1}$ then
5: Set $p_i = p_S$ and $p_{H,i} = p_S$.
6: else
7: Set $p_i = p_S$ and $p_{H,i} = e_{i-1} + E_{i-1}$.
8: end if
9: Update $e_i = \max\{e_{i-1} + E_{i-1} - p_i, 0\}$.
10: if $e_i + E_{\text{ave}} > E_{\text{max}}$ then
11: Update $p_i = p_i + (e_i + E_{\text{ave}} - E_{\text{max}})/T_f$ and $p_{H,i} = p_{H,i} + (e_i + E_{\text{ave}} - E_{\text{max}})/T_f$.
12: end if
13: Find $v_i$ such that $\sum_{j=1}^{M} \left[ v_i - \frac{1}{\lambda^{ij}} \right]^+ = p_i$.
14: Find $v_{H,i}$ such that $\sum_{j=1}^{M} \left[ v_{H,i} - \frac{1}{\lambda^{ij}} \right]^+ = p_{H,i}$.
15: return $\tilde{p}_i(j) = \left[ v_i - \frac{1}{\lambda^{ij}} \right]^+$ and $\tilde{p}_{H,i}(j) = \left[ v_{H,i} - \frac{1}{\lambda^{ij}} \right]^+$.
16: end for
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