Base Station Sleeping and Power Control for Bursty Traffic in Cellular Networks
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Abstract—In this paper, we study sleeping and power control of a single-cell cellular network with bursty traffic. The base station (BS) sleeps whenever the system is empty, and wakes up when N users are assembled. The service capacity of the BS in the active mode is controlled through its transmitting power. The total power consumption and average delay for bursty traffic that follows the Interrupted Poisson Process (IPP) are analyzed. We discuss when the BS should sleep and the impact of traffic burstiness on it. The impact of the sleeping threshold and the transmitting power on the system performance is also investigated. The numerical results show that given the average traffic load, the more bursty the traffic is, the less the total power is consumed, while the delay performance of the more bursty traffic is better only under certain circumstances.

I. INTRODUCTION

The exponential growth of mobile data traffic has triggered a vast expansion of network infrastructure, resulting in dramatically increasing network energy consumption [1]. Energy-efficient designs are urgently needed from both environmental and economic aspects. In cellular networks BSs consume nearly 60-80% of the total energy [2]. The total power consumption of a BS consists of both the circuit and transmitting power consumption. The circuit power is independent of the transmitting power, and is consumed because of signal processing, battery backup, as well as site cooling. The transmitting power is for reliable data transmission and is mainly consumed by amplifiers, feeder losses and so on [3] [4]. Therefore efforts to reduce both the circuit and transmitting power consumption should be made.

BS sleeping has been proposed recently to realize substantial reduction of energy consumption [5]-[7]. Besides, transmitting power adaptation to match traffic load requirement in the active mode is also an effective way to save energy because of its impact on the operational power consumption of amplifiers and so on [3] [8].

In our previous work we have started the investigation and assumed Poisson traffic arrivals to simplify the analysis [9]. In practice, bursty traffic is much more common, and this motivates the work in this paper where we model the user arrivals using the Interrupted Poisson Process (IPP), which represents typical bursty data traffic [10] [11]. We focus on the N based BS sleeping policy, which turns the BS off when the system is empty and turns it on when N users assemble. This policy has been proposed in literature for queueing analysis [12] [13]. In this paper, first we derive the closed-form total power consumption and average delay for the IPP traffic with N based BS sleeping and adjustable service capacity. Second, when the BS should sleep and the impact of traffic burstiness on it are explored. Moreover, the influences from the sleeping threshold and the transmitting power on system performance are provided.

The rest of this paper is organized as follows: Sec. II describes the system model. Sec. III gives the analysis of the energy and delay performance. The impact of system parameters are investigated in Sec. IV. Numerical results are provided in Sec. V, and Sec. VI concludes the paper.

II. SYSTEM MODEL

A. Traffic model

We consider the downlink of a single BS where users arrive according to an IPP with parameters \( (\lambda, \alpha, \beta) \). The on and off periods of the IPP are both exponentially distributed with the average length \( \alpha^{-1} \) and \( \beta^{-1} \) respectively. In the on period, users arrive according to a Poisson process with the arrival rate \( \lambda \). The average arrival rate of the IPP traffic is \( \lambda = \frac{\lambda \beta}{\alpha + \beta} \). Each user requests an exponentially distributed random amount of best-effort data service when it arrives, e.g., file download with average file size \( l \), and the user leaves the system after the service is done.

B. BS power consumption model

We assume the BS has the active and sleep modes, with the power consumption \( P_{BS} \) as follows [3]:

\[
P_{BS} = \begin{cases} 
P_o + \Delta_t P_t, & \text{active mode,} \\
P_{sleep}, & \text{sleep mode.} 
\end{cases}
\]  

(1)

\( P_o \) and \( P_{sleep} \) are the circuit power consumption in the active and sleep modes respectively, and \( \Delta_t \) is the slope of the load-dependent power consumption, where the transmitting power \( P_t \) adapts to the system traffic load. It is also assumed that there is a fixed switching energy cost \( E_s \) for each mode transition.
C. BS sleeping and power control

The BS uses the $N$ based sleeping policy: it goes to sleep when the system is empty and returns to active mode once $N$ users assemble in the system. In the active mode, the transmitting power $P_1$ of the BS is adapted to match the traffic load. Assume that the BS service capacity is $x$ bits per second, which is equally shared by all users being served. So the user departure rate is $\mu = x/l$. The relationship between the service rate $x$ and the transmitting power $P_1$ is

$$x = B \log_2(1 + \gamma P_1), \quad P_1 \in [0, P_{1 \text{max}}]$$

(2)

where $\gamma = \frac{a g}{N_0 B}$, $g$ represents the channel gain, $B$ is the bandwidth, $N_0$ denotes the noise density, and $\eta$ is a constant related to bit error rate (BER) requirement when adaptive modulation and coding is used [14].

The control variables are the sleeping threshold $N$ and the transmitting power $P_1$. The delay performance is the time between the user arrival and the instant the service is done.

III. THE IPP/M/1 QUEUEING MODEL WITH $N$ BASED SLEEPING AND POWER CONTROL

In this section, given the sleeping threshold $N(N \geq 1)$ and the transmitting power $P_1$ in the active mode, we analyze the total power consumption and average delay performance for IPP traffic. Since the user departure rate $\mu$ is a function of $P_1$, our sleeping and power control can be modeled using an extended IPP/M/1 queueing model with $N$ based sleeping and adjustable service rate.

A. The extended IPP/M/1 queuing model

The state transition diagram of the queueing model is shown in Fig. 1. The total state space is divided into the active and sleep mode state sets. In each set, the state space is defined as $(i, j)$, where $i = 1$ ($i = 2$) represents the on (off) period of the IPP traffic, and $j$ counts the number of users in the system. $p_{i,j}^a, (i \in \{1, 2\}, j > 0)$ is the probability that the BS is in the active mode with state $(i, j)$, and $p_{i,j}^s, (i \in \{1, 2\}, 0 \leq j < N)$ is the probability in the sleep mode with state $(i, j)$.

1We study the basic case: users experience homogeneous channels with gain $g$. The heterogeneous channel conditions will be discussed in future work.

The global balance equations are given as follows:

$$(\lambda + \alpha)p_{1,m}^a = \lambda p_{1,m-1}^a + \beta p_{2,m}^a, \quad (1 \leq m \leq N-1)$$

(3)

$$\beta p_{2,m}^a = \alpha p_{1,m}^a, \quad (1 \leq m \leq N-1)$$

(4)

$$(\lambda + \alpha)p_{1,0}^a = \mu p_{1,1}^a + \beta p_{2,0}^a.$$ 

(5)

$$\beta p_{2,0}^a = \alpha p_{1,0}^a.$$ 

(6)

$$(\lambda + \mu + \alpha)p_{1,m}^a = \mu p_{1,m+1}^a + \lambda p_{1,m-1}^a + \beta p_{2,m}^a, \quad (m \geq 2, m \neq N)$$

(7)

$$(\lambda + \mu)p_{1,N}^a = \mu p_{1,N+1}^a + \lambda p_{1,N-1}^a + \beta p_{2,N}^a.$$ 

(8)

$$\mu p_{2,m}^a = \mu p_{2,m+1}^a + \alpha p_{1,m}^a, \quad (m \geq 1).$$

(9)

After some algebraic operations, we obtain the following equations, which are actually the local balance equations.

$$p_{1,m}^a = p_{1,m-1}^a, \quad (1 \leq m \leq N-1)$$

(10)

$$p_{2,m}^a = \frac{\alpha}{\beta} p_{1,m}^a, \quad (1 \leq m \leq N-1)$$

(11)

$$\lambda p_{1,0}^a = \mu (p_{1,1}^a + p_{2,0}^a),$$

(12)

$$\lambda (p_{1,m}^a + p_{2,m}^a) = \mu (p_{1,m+1}^a + p_{2,m+1}^a), \quad (1 \leq m \leq N-1)$$

(13)

$$\lambda p_{1,m}^a = \mu (p_{1,m+1}^a + p_{2,m}^a), \quad (m \geq N).$$

(14)

Define $p_1$ and $p_2$ to be the probability that the system is in on and off periods respectively. It is intuitive to know that $p_1 = \frac{\beta}{\alpha + \beta}$ and $p_2 = \frac{\alpha}{\alpha + \beta}$. Summing up Eq.(13)-(15) over all $m$ and substituting Eq.(11)(12) into it, we obtain

$$\lambda p_1 = \mu \left[ (p_1 - N p_{1,0}^a) + (p_2 - p_{2,0}^a - \frac{\alpha}{\beta}(N-1)p_{1,0}^a) \right].$$

(15)

(16)

The left-hand side of Eq. (16) is the average user arrival rate, while the right-hand side is the average number of users served by the BS per unit time. Based on this, the probability $P_{r_s}$ that the BS is in the sleep mode is

$$P_{r_s} = N p_{1,0}^a + p_{2,0}^a + \frac{\alpha}{\beta}(N-1)p_{1,0}^a = \frac{\mu(\alpha + \beta) - \lambda \beta}{\mu(\alpha + \beta)},$$

(17)

which is independent of the sleeping threshold $N$.

B. The generation function analysis

To derive the delay and total power consumption, the generation function is analyzed in this section. The generation function $G(z)$ of the system is $G(z) = G_1(z) + G_2(z) = (\sum_{m=0}^{N-1} z^m p_{2,m}^a + \sum_{m=1}^{\infty} z^m p_{2,m}^a) + (\sum_{m=0}^{N-1} z^m p_{2,m}^a + \sum_{m=1}^{\infty} z^m p_{2,m}^a), |z| \leq 1$. As shown in Appendix A, it is
transformed into
\[
G(z) = \frac{1}{g(z)} \left\{ p_{1,0}^* \left[ (\alpha z + \frac{\alpha}{\beta} (\alpha z + \mu z - \lambda z^2 - \mu \lambda z) \right] \sum_{n=1}^{N-1} z^n + (\alpha z + \beta z + \mu z - \mu) \sum_{n=0}^{N-1} z^n \right\} + p_{2,0}^* \left[ (\alpha z + \beta z + \mu z - \lambda z^2 - \mu + \lambda z) \right], \tag{18}
\]
where
\[
g(z) = -\lambda(1 + \frac{\beta}{\mu})z^2 + (\lambda + \mu + \alpha + \beta)z - \mu. \tag{19}
\]

The polynomial \(g(z)\) has a unique root \(z_0\) in the open interval \((0, 1)\).
\[
z_0 = \frac{\lambda + \mu + \alpha + \beta - \sqrt{[(\lambda + \mu + \alpha + \beta)^2 - 4\lambda\mu(1+\beta/\mu)]}}{2\lambda(1+\beta/\mu)}. \tag{20}
\]

Making use of \(g(z_0)G(z_0) = 0\) in Eq. (18) and \(g(z_0) = 0\), we arrive at
\[
p_{2,0}^* + p_{1,0}^* \left[ \frac{z_0 - z_0^N}{1 - z_0} + \frac{1 - z_0^N}{1 - z_0} (\mu + \beta - \frac{\mu}{z_0}) \right] = 0. \tag{21}
\]
Combining Eq. (21) and Eq. (17), we have
\[
p_{1,0}^* = \frac{\mu(\alpha + \beta) - \lambda \beta}{\mu(\alpha + \beta)} \frac{1}{N(1 + \frac{\beta}{\mu}) - \left[ \left(\frac{\lambda}{\mu} + \frac{\lambda}{\mu} \right)z_0 - \frac{1 - z_0}{1 - z_0} \right]}, \tag{22}
\]
\[
p_{2,0}^* = \frac{\mu(\alpha + \beta) - \lambda \beta}{\mu(\alpha + \beta)} \frac{\alpha}{N(1 + \frac{\beta}{\mu}) - \left[ \left(\frac{\lambda}{\mu} + \frac{\lambda}{\mu} \right)z_0 - \frac{1 - z_0}{1 - z_0} \right]}\tag{23}
\]

C. The average delay

The average number of users in the system \(L_{(N, P_1)} = \sum_{m=1}^{N-1} m(p_{1,0}^* + p_{2,0}^*) + \sum_{m=1}^{N-1} m(p_{1,0}^* + p_{2,0}^*)\) can be directly derived from the generation function as follows,
\[
L_{(N, P_1)} = \frac{dG(z)}{dz} \bigg|_{z=1} = \frac{d}{dz} \frac{g(z)G_1(z) + g(z)G_2(z)}{g(z)} \bigg|_{z=1}.
\]

Substituting \(g(z)\) and Eqs. (40)(41) in Appendix A into it, we get the average number of users \(L_{(N, P_1)}\) in the system.
\[
L_{(N, P_1)} = \frac{-\lambda \beta(\lambda + \alpha + \beta - \mu)}{(\alpha + \beta)(\mu \alpha + \mu \beta - \lambda \beta)} + \frac{\mu p_{1,0}^*}{\mu(\alpha + \beta)^2} \left[ \frac{N \lambda}{(\alpha + \beta)(1 + \frac{\alpha}{\beta})} \right] + \frac{N(N-1)}{2} \left[ \frac{\mu(\alpha + \beta) - \lambda \beta}{\mu(\alpha + \beta)(\lambda + \alpha + \beta - \mu)} \right]. \tag{24}
\]

Using the Little’s law, the average delay is
\[
D_{(N, P_1)} = \frac{L_{(N, P_1)}}{\lambda} = \frac{\lambda + \alpha + \beta - \mu}{\mu(\alpha + \beta - \lambda \beta)} + \frac{1}{\lambda(1 + \frac{\alpha}{\beta})} \left[ \frac{N \lambda}{(\alpha + \beta)(1 + \frac{\alpha}{\beta})} \right] + \frac{1}{\lambda(1 + \frac{\alpha}{\beta})} \left[ \frac{N(N-1)}{2} (\alpha + \beta)(1 + \frac{\alpha}{\beta}) \right]. \tag{25}
\]

D. Total Power Consumption

The total power consumption \(P_{(N, P_1)}\) is composed of three parts as shown in Eq.(26).
\[
P_{(N, P_1)} = (1 - P_r^*) (P_o + \Delta P) + P_r^* P_{sleep} + E_s F_m. \tag{26}
\]
The first two parts are the average power consumption in the active and sleep modes respectively, and the last term \(E_s F_m\) is the mode switching cost. The mode transition frequency \(F_m\), defined as the number of mode transitions between active and sleep modes per unit time, is \(2\lambda p_{1,0}^{n-1}\). This is because the BS will be turned on when there is a new user request arrival in state \((1, N - 1)\) of the sleep mode. As a result, the total power consumption is
\[
P_{(N, P_1)} = \frac{1 - \frac{\lambda \beta}{\mu(\alpha + \beta)}}{p_{sleep} + \lambda \beta P_{sleep}} \left[ \frac{2E_s \lambda}{N(1 + \frac{\beta}{\mu}) - \left[ \left(\frac{\lambda}{\mu} + \frac{\lambda}{\mu} \right)z_0 - \frac{1 - z_0}{1 - z_0} \right]} \right] + \frac{\lambda \beta}{\mu(\alpha + \beta)} (P_o + \Delta P) F_m, \tag{27}
\]

E. Special case: The IPP/M/1 queueing model with power control only

In this section we consider the special case that there is no sleeping control, and only the transmitting power can be adapted to match the traffic load. This is modeled using the IPP/M/1 queueing model with adjustable service rate, and the state space is given in Fig. 2. Using the same analysis method, the generation function \(G_{pm}(z)\) is obtained as
\[
G_{pm}(z) = \frac{1}{g(z)} \left[ (1 - \frac{\lambda \beta}{\mu(\alpha + \beta)}) z - p_{1,0} \mu (1 - z) \right] + p_{2,0} (1 - z)(\lambda z - \mu), \tag{28}
\]
with
\[
p_{1,0} = \frac{\mu(\alpha + \beta) - \lambda \beta}{\mu(\alpha + \beta)} \frac{\beta z_0}{(1 - z_0) \mu}, \tag{29}
\]
\[
p_{2,0} = \frac{\mu(\alpha + \beta) - \lambda \beta}{\mu(\alpha + \beta)} \frac{\alpha z_0}{(1 - z_0) (\mu - \lambda z_0)}, \tag{30}
\]
where \(g(z)\) and \(z_0\) are the same as those in Eq. (19) and Eq. (20) respectively. Similarly, its total power consumption \(P_{(P_1)}\) and average delay \(D_{(P_1)}\) are derived through the generation function as follows.
\[
P_{(P_1)} = P_o + \frac{\lambda \beta}{\mu(\alpha + \beta)} \Delta P, \tag{31}
\]
\[
D_{(P_1)} = \frac{\beta(\alpha + \beta) + \alpha \mu}{\mu(\alpha + \beta - \lambda \beta)} \frac{\alpha}{\beta} \frac{1}{\beta \alpha + \beta - \frac{\lambda \beta}{\mu} z_0}. \tag{32}
\]

The detail is omitted for the space limitation. Note that there is \(D_{(1, P_1)} = D_{(P_1)}\) for the delay performance.
IV. PERFORMANCE IMPACT OF SYSTEM PARAMETERS

A. The traffic burstiness

The burstiness of the IPP traffic is reflected through the variance coefficient \(C^2\) [15], which is given by

\[
C^2 = 1 + \frac{2\lambda\alpha}{(\alpha + \beta)^2}. \tag{33}
\]

With \(\alpha = k\beta\) we have \(\lambda = \frac{\lambda}{1+k\beta}\) and \(C^2 = 1 + \frac{2\lambda\alpha}{(1+k\beta)^2}\). The average arrival rate is independent of \(\beta\) and only relates to \(\lambda\) and \(k\). Given \(\lambda\) and \(k\), the burstiness is only affected by \(\beta\), and the smaller \(\beta\) is, the more bursty the traffic will be. As a result, in the following of this paper, given \(\lambda\) and \(k\), we investigate the impact of the traffic burstiness by varying \(\beta\) without influencing the average traffic load at the same time.

B. When should the BS sleep?

We compare the joint sleeping and power control with the case that only power control is available to find when it is energy-efficient for the BS to sleep. The following proposition can be obtained and the detailed proof is omitted due to limited space.

**Proposition 1.** For the IPP traffic with parameters \((\lambda, k\beta, \beta)\), given the transmitting power \(P_t\), it is energy-efficient to use the \(N\) based sleeping control when

\[
N + f(N, \lambda, k, \beta) > \frac{2\lambda E_s}{(1+k)(P_o - P_{\text{sleep}})}, \tag{34}
\]

where \(f(N, \lambda, k, \beta) = -\frac{1}{\beta} \left( \frac{\lambda}{\beta} + \frac{1}{\beta} \right) z_0 - \frac{1}{\beta} \left[ 1 - \frac{\lambda N}{\beta} \right] \) and \(z_0 = \left( \lambda + \mu + k\beta + \beta \right)^2 - 4\lambda(\mu + \beta)\) with the properties:

\[
f(N, \lambda, k, \beta) > 0; \quad \frac{\partial f(N, \lambda, k, \beta)}{\partial \beta} < 0; \quad \frac{\partial f(N, \lambda, k, \beta)}{\partial N} > 0. \tag{35}
\]

**Remark:** First, the condition is depicted in Fig. 3 in 3-D form with different \(\beta\). The x-axis is average traffic arrival rate and the y-axis is the parameter \(\frac{P_o - P_{\text{sleep}}}{E_s}\) related to the energy consumption model. Above the surface, BS sleeping saves energy. However, below the surface, BS sleeping wastes energy because of the extra mode switching cost. Comparing this condition with that for the Poisson traffic [9], the IPP traffic always has a wider adaptation range of \(N\).

Second, the properties in (35) indicate that given the average traffic load, the more bursty the traffic is, the smaller \(N\) can be to use BS sleeping. From Fig. 3(a) to Fig. 3(d), the four surfaces are lowered as \(\beta\) decreases from 1 to 0.01 when they are plotted together. In other words, as the businesness of the traffic increases from Fig. 3(a) to Fig. 3(d), the region above the surface in which sleeping brings energy-saving gain expands.

V. NUMERICAL RESULTS

In this section we assume the system bandwidth \(B = 10\)MHz, the maximum transmitting power \(P_t^{\text{max}} = 10\)W, and the path loss model \(g = 36.7\log d + 33.05\) (dB), where we set \(d = 100\)m. The noise power density \(N_0 = -174\)dBm/Hz, and \(\eta = -1.5/\ln(5\varepsilon) = 0.283\) corresponds to the BER requirement of \(\varepsilon = 10^{-3}\) [14]. We take the micro BS energy consumption parameters \(P_o = 100\)W, \(\Delta P = 7\), \(P_{\text{sleep}} = 30\)W and set \(E_s = 25\)J [3]. For the IPP traffic, \(\alpha = \beta (k = 1)\), and the average file size \(l = 2\)MB. Note that when we make comparisons between the IPP and Poisson traffic, it is assumed that they have the same average user arrival rate.

Fig. 4 shows the impact of transmitting power on the total power consumption under different traffic burstiness. First, we can see that the more bursty the traffic is, the less the total power will be consumed. Actually, given the control pair \((N, P_t)\) and the average traffic load, it can be proved that \(\frac{\partial P_t}{\partial \beta} > 0\). Second, for the IPP traffic, the relationship between the total power consumption and \(P_t\) is not always monotonic and it greatly depends on the traffic parameters. Sometimes there exists the energy-optimal transmitting power that minimizes the total power consumption. This is similar to
that for the Poisson traffic in [9].

Fig. 5 demonstrates the impact of traffic burstiness on the delay performance. It can be observed that there exists a transition area, and on its right where the delay performance is better as the burstiness increases. The situation is opposite on its left side. Actually, as the traffic load increases, the transition area gradually moves to the right.

VI. CONCLUSION

In this paper we have analyzed the N based BS sleeping and power control using an extended IPP/M/1 queueing model. The total power consumption and average delay are derived analytically using the generation function method. We explore when the BS should sleep and focus on the impact of traffic burstiness on the system performance. Given the average traffic load, it is found that, first, the region in which sleeping brings energy-saving gain expands as the traffic burstiness increases; second, the more bursty the traffic is, the less the total power is consumed; third, the delay performance of the more bursty traffic is better only under certain circumstances.

APPENDIX A

THE GENERATION FUNCTION

We rewrite Eqs. (3)(5) as follows.

\[(\lambda + \mu + \alpha)p_{1,m}^s = \lambda p_{1,m-1}^s + \beta p_{2,m}^s + \mu p_{1,m}^s, \quad (36)\]

\[(\lambda + \mu + \alpha)p_{1,0}^s = \mu p_{1,1}^s + \beta p_{2,0}^s + \mu p_{1,0}^s. \quad (37)\]

For Eqs. (36)(37) and Eqs. (7)-(9), we multiply each of them by \(z^n (m = 0, 1, \cdots)\) appropriately and sum over all \(m\). This process results in

\[(\lambda + \mu + \alpha)G_1(z) = G_2(z) + \lambda z G_1(z) + \mu \sum_{n=0}^{N-1} z^n p_{1,0}^s \]

\[+ \frac{\mu}{2} \left( G_1(z) - \sum_{n=0}^{N-1} z^n p_{1,0}^s \right). \quad (38)\]

Similarly, using Eqs. (4)(6)(10), we have

\[(\mu + \beta)G_2(z) = \alpha G_1(z) + \mu \left( p_{2,0}^s + \sum_{n=1}^{N-1} z^n p_{1,0}^s \right) \]

\[+ \frac{\mu}{2} \left( G_2(z) - p_{2,0}^s - \sum_{n=1}^{N-1} z^n p_{1,0}^s \right). \quad (39)\]

With a polynomial \(g(z) = -\lambda (1 + \frac{\beta}{\mu}) z^2 + (\lambda + \mu + \alpha + \beta) z - \mu\), utilizing Eq. (38)(39), we arrive at

\[g(z)G_1(z) = p_{1,0}^s \left[ \alpha + \sum_{n=0}^{N-1} z^n + (\beta + \mu + \lambda) \sum_{n=0}^{N-1} z^n \right] + \beta p_{2,0}^s z, \quad (40)\]

\[g(z)G_2(z) = (\alpha z + \mu z - \lambda z^2 - \mu + \lambda z) (p_{2,0}^s + \sum_{n=0}^{N-1} z^n) \]

\[+ \alpha p_{1,0}^s \sum_{n=0}^{N-1} z^n. \quad (41)\]
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